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Executive Summary

S.1. Introduction

Policymakers need good information on the impact of drug use and drug markets on crime, since crime is a major source of the external burden caused by the demand for illegal substances. Thus, information on how drug demand causes crime—directly and indirectly—is vital for evaluating strategies that could be used to manage the problem and/or reduce the harm caused by these illegal markets. Such information is also needed to set priorities for how best to target limited resources to tackle the problem. While partaking in any illegal market is, by definition, a crime, not all illegal substances generate the same burden on society in terms of non-drug crime.

In recent years, an expanding line of research has attempted to specify causal links between particular drugs and crime so as to better inform policymaking and the general understanding of the problem. Based on this scientific work, efforts in the United States, Europe, Australia, and Canada have tried to attribute some share of the total crime observed in society to the use of drugs and the presence of illegal drug markets. While these attribution studies have advanced the field, they remain unable to generate a credible range of estimates of the overall amount of crime that is causally attributable to drug use and supply.

In July 2011, the Office of National Drug Control Policy (ONDCP) awarded RAND’s Drug Policy Research Center a contract to help move the science forward by developing a methodology that could be used to estimate the total amount of drug-related crimes in the United States and by pilot testing the proposed methodology using a select number of data sources to develop estimates at the national level. We began with a thorough literature review focused on studies identifying causal links between specific drugs and particular types of crimes. Then, in consultation with a group of external experts, we assessed the current strategies used to translate that knowledge into measures of drug relatedness. Several important insights were gleaned from these first two steps, leading our team to conclude that an entirely new approach was needed for describing drug-related crime. Prior attempts to improve the methodology for determining drug-attributable crime were constructive but narrow; they were incrementally improving the measurement of one particular dimension of the drugs-crime relationship while neglecting other equally important dimensions. Thus, we propose in this report an entirely new method for tracking and measuring the magnitude of drug-related crime and provide a prototype of a new strategy for measuring the problem, which we call “The Drugs-Crime Dashboard.”
S.2. Insights from the Existing Literature

The scientific literature’s earliest observation about the drugs-crime relationship is also the most obvious. People involved with drugs in one way or another account for a very large proportion of criminal activity, as reflected, for example, in urinalysis results and survey responses of arrestees. However, not all those crimes should be thought of as “caused” by drugs. Sometimes, both the drug-related activity and the criminal activity can be caused by an independent third factor (such as a proclivity toward deviant behavior more generally).

Teasing out what causes what amid reciprocal relationships is extremely hard to do well, but all too easy to do badly. Social scientists, particularly econometricians and statisticians, have made enormous strides over the last 10–20 years, both in developing statistical methods that can identify causal relationships and showing how flawed the conclusions drawn from older, less sophisticated analyses can be. Hence, although there have been any number of well written, comprehensive reviews of the drugs-crime literature in the past, we began our analysis with a review of the most recent (published in 2000 or later) and methodologically rigorous contributions to the literature.

Upon reviewing these methodologically strong studies on a drug-by-drug basis, four main insights about specific drugs-crime connections emerged:

- There is strong evidence that cocaine (including crack) was, at least in the 1980s, associated with homicide and systemic (i.e., market-related) violent crime.
- Heroin use (but not heroin markets) appears to be most strongly causally related to property crimes.
- While methamphetamines are commonly associated with aggressive behaviors and criminality, the evidence of a causal relationship in aggregate data is limited and inconclusive.
- Even though marijuana is commonly used by individuals arrested for crimes, there is little support for a contemporaneous, causal relationship between its use and either violent or property crime. There is evidence supporting a possible intertemporal relationship, but it is not clear to what extent this is unique to marijuana.

When viewed together, these insights point to our first, fairly predictable conclusion: Not all illicit drugs cause the same amount or types of crime, if any at all. Differences in the drug of choice and the environment in which the drug is taken (e.g., with alcohol or without) will be important for determining whether involvement with illegal drugs will translate into non-drug criminal activity.

Other important conclusions also emerged from our literature review. In particular, it became evident that drug use influences crime not just through proximal (or contemporaneous) mechanisms. Early and/or persistent drug involvement can also have long-lasting impacts on an individual’s need or willingness to engage in crime. Similarly, for a community, the current presence of drug users and even drug markets can have long-term impacts by driving certain businesses or investment away from the community, thereby fostering an environment that
perpetuates low economic opportunity (and hence high rewards for crime). These temporally
lagged and indirect mechanisms through which drugs can influence future crime rates are
entirely missed in the current formulation of drug-attribution fractions (DAFs), but must be
considered when thinking of ways to capture the overall influence of drugs on crime.

A third conclusion is that the science tends to focus on just a few types of drugs (cocaine,
heroin, and marijuana) and only certain types of markets (mostly retail ones). These are areas
where the crime/arrest/use data are relatively better, variations observed across jurisdictions can
be exploited, and sources for statistical identification exist. However, gaping holes remain in our
understanding of the linkages to other drugs (e.g., methamphetamines, prescription
pharmaceuticals) and other crimes, including those generated at higher levels of the drug market
(e.g., importation, wholesale trafficking within the United States). Also lacking are high-quality
systematic studies evaluating the role of drugs in white-collar crime and/or government
corruption. Oddly, the drugs-crime literature has also generally given little acknowledgement to
the role substance abuse plays in child abuse and domestic violence. These gaps are an
impediment to researchers and to the policy discourse because they limit attention to a fairly
narrow slice of the problem. It is impossible to fully appreciate the importance of drugs as a
social problem or to assess the potential value or effectiveness of specific policy responses
without a full understanding of the additional aspects of the problem. However, for scientific
evaluation of these issues to reach the same level it has for retail markets, additional data sources
and better metrics of these types of crimes need to be developed.

S.3. Drug-Attribution Fractions Are an Inadequate Construct for Capturing
All Drug-Involved Crime

Initial efforts to determine what proportion of crimes could be causally attributed to drug
involvement focused on heroin-dependent individuals and property crime. While modest
improvements and expansions of this notion have occurred, such as including other drugs and
counting a small proportion of crimes committed under the influence of drugs as having been
caused by that intoxication, none of the improvements address fundamental flaws raised by
critics, nor do they consider whether the initial conceptualization of this approach makes sense.

A key insight from our examination of the DAF literature and discussions with a group of
experts in the field is the need for a fundamental rethinking of what can and cannot be measured
by the traditional approach. A single measure cannot accurately reflect the variety of individual
and community, contemporaneous, and intertemporal mechanisms through which drug use and
distribution can influence crime. But the real problem is neither the existence of the DAFs nor
how they have been historically measured, but the non-existence of complementary measures
that are needed to paint a more accurate and comprehensive picture of how much crime is drug-
related. While DAFs do serve a role and provide some insight, it is important to recognize
explicitly what aspects of drug-related crime they overlook.
We therefore embarked on an effort to generate a new conceptualization that better summarized what the field has learned regarding the various mechanisms through which drugs might influence crime. Our approach intended to complement the traditional framework offered by Goldstein (1985) by providing insights that might help policymakers and community leaders to think more concretely about those mechanisms, the possible metrics that can be used to capture those mechanisms, and the additional mechanisms that remain less understood or unmeasured.

Figure S.1 illustrates our new conceptualization of the various mechanisms through which drugs are associated with crime. The pale pink boxes along the top row and left-hand column of the figure capture mechanisms previously considered in prior formulations of DAFs, although not necessarily comprehensively. Traditional DAFs, relying on self-reported information regarding use at the time of the offense and being in need of money to purchase drugs at the time of the offense, measure to some extent the contemporaneous relationship between drug use/dependence and economic-compulsive and psychopharmacological crime. Added to these estimates are those crimes that are 100 percent attributed to drugs, such as the sale and possession of illicit substances, which capture certain crimes related to drug markets. While this information drawn from drug offenses is useful, it clearly misses those crimes related to other important elements of drug markets, including the laundering of money, payment of bribes, and protection of drug market territories. These latter elements applied to retail markets are what are frequently thought of as systemic crimes in Goldstein’s tripartite framework (1985). A few updates to the traditional DAFs attempted to measure one aspect of systemic crime (drug-related homicides) but the vast majority of systemic crime, particularly nonfatal crime, is generally ignored.
A particularly relevant aspect of our proposed conceptualization is its explicit consideration of the indirect mechanisms through which sustained drug use can impact an individual’s willingness to engage in crime. The purple box in the middle of Figure S.1 represents different types of processes or relationships (which we broadly describe as “stocks”) that are influenced by sustained use of an illicit drug. Each separate area in this box is intended to embody the long-term, accumulated effects of prior consumption on that specific area. First, there is the “consumption stock,” which reflects an abstraction of all the physiological and psychological changes that occur within an individual who has used drugs over an extended period of time, induced by long-term exposure to artificially introduced neurotransmitters (i.e., drugs).¹ That abstraction is useful because the neuroscientific understanding of addiction is still evolving, but it encompasses, for example, persistent changes in the demand for drugs (e.g., addicts’ cravings that continue even six months after quitting) and also persistent changes in the mind, such as changing preferences or abilities, that affect non–drug seeking behavior. In other words, we refer here to the changes that persist post intoxication.

The other areas in the middle box represent other processes and relationships impacted by persistent drug use or the presence of or involvement in drug markets. Human capital refers to the accumulation of education, knowledge, and experience that make a person more productive

¹ Gary Becker and other economists have empirically assessed the impact of these consumption “stocks” on current and future decisions to use drugs and demonstrated that there are indeed long- and short-term consequences of them.
at a given task. Relational capital refers to the changes in relationships that occur because of long-term use of a drug. An example would include the strains placed on pre-drug relationships (with friends, family members, coworkers) as the drug user disassociates him/herself from non-using peers or persistently lies and makes up excuses to hide the habit. Thus, this captures the depletion of the user’s social capital due to his/her behavior while previously intoxicated. Friends and family capital refers to the additional economic and social impact on those closest to and/or living with a dependent user. These can include relatively small impacts, such as the economic burden placed on someone trying to support a dependent user through recovery, as well as very large impacts, such as the long-term social and developmental impact on a child living with or taken away from a drug-dependent parent. Finally, there is community capital, which embodies the economic prosperity and future hope for opportunity of a community. Sustained turf battles over drug markets and/or high levels of drug use among youth and young adults within a community reduce the economic potential of neighborhoods by driving away business and business investments, which only further reduces the opportunity for economic prosperity and the relative attractiveness of non-criminal activities.

The conceptualization presented in Figure S.1 is innovative in the emphasis it places on both the direct (pale pink) and indirect (purple) mechanisms through which drug use and/or drug markets can cause crime. Both types of mechanisms have been well supported in the scientific literature. Indirect mechanisms take time to play out before they are fully realized, but they are no less real in terms of their effects. For example, a long period of dependent drug use can create gaps in a user’s—or even an ex-user’s—resume, which will influence his or her chances of obtaining gainful employment and, hence, the relative benefits of pursuing crime instead of legal employment. Similarly, early drug use can influence an individual’s performance in school and ability/willingness to stay in school, which will impact that individual’s job opportunities when he/she gets older. These sorts of drug-related deductions from human capital formation (often studied in epidemiological analyses) can generate indirect pathways through which prior drug use or drug dependence influences one’s proclivity to engage in crime today.

A second innovative aspect of this conceptualization is that it more clearly separates drug-related crime caused by individual behavior from drug-related crime caused by the sum of many individuals living within the same community (or a community’s susceptibility to drug-related crime). The fact that neighborhoods can be economically and socially devastated by outdoor drug markets (particularly violent ones) or a high density of drug users is something that was previously ignored in other constructs. Nonetheless, the ability of a teenager to find a legal source of income depends critically on the availability of such jobs in the local community.

A particularly relevant aspect of a community’s environment is the implementation and enforcement of specific drug policies within it. For example, there is a hypothesis that generous social welfare benefits can reduce drug-related crime by allowing dependent users to substitute income support payments for criminal income. To the best of our knowledge, the empirical validity of that particular hypothesis remains unresolved, but it is a good illustration of the idea
that policy in general—not just drug policy—can mediate the amount of crime created by a given amount of drug use. A more concrete example is that drug policy can affect drug prices, and the amount of crime created per person-year of dependence may be different in countries with higher or lower drug prices.

The three remaining purple boxes, which are grouped together in Figure S.1, represent examples of the types of crimes that would be considered drug-involved if indirect pathways (that reflect cumulative impacts over numerous years of use) were incorporated into an understanding of drug-related crime. For example, the crime committed today by a former dependent user (clean and sober for years) because s/he is unable to get gainful employment due to a criminal record associated with his/her previous drug use could be reasonably attributed to drugs. Similarly, the crime committed by a youth who grew up in foster care due to drug abusing parents could plausibly be attributed to his parents’ drug use. The extent to which such crimes can or should be attributed to drugs remains to be measured in future work, but it is relevant to highlight as yet another area of omitted costs.

These represent only a few of the variety of examples that might be offered to illustrate the extent to which drugs are involved in crime today. The main point is that, to fully understanding the drugs-crime relationship, we must adopt a broader conceptualization than used previously and pay explicit attention to both the direct and indirect pathways through which drug use can lead to crime. As these pathways reflect individual and community-wide factors that interact in very important ways, it is unlikely that a single metric will be sufficient for universally representing the influence of drug use on crime.


Beyond recognizing the complexity of the drugs-crime relationship and the limits of current research, the conceptual framework presented in Figure S.1 brings to the forefront the need to think of a broader set of indicators that can help policymakers understand not just the immediate links between drug use and crime but also their longer-term association. While the use of multiple indicators is perhaps a new idea in the current application, the reliance on a set of indicators as opposed to any one indicator is quite common in business. While businesses are often thought of—at least in the abstract—as having just one objective (to maximize profits), when communicating to investors or market analysts, they typically report on a “dashboard” of “key performance indicators” to implement what is commonly referred to as “a balanced scorecard” of the company’s performance. It is that idea that we propose for adoption here.

What sorts of metrics should be included in a Drugs-Crime Dashboard? The scientific literature provides hints of potential indicators of interest, such as the proportion of people arrested for drug offenses related to specific drugs as compared to the proportion of non-drug crimes involving use of those same drugs. Additionally, one could look at the Substance Abuse and Mental Health Services Administration’s (SAMHSA’s) Treatment Episode Data to assess
the number of people referred to treatment from the criminal justice system who are clinically dependent on a drug. This would give us an idea of the proportion of people arrested within a state for an eligible offense that meet clinical standards for dependence (and thus the role of dependence in their crimes).

DAFs remain a useful piece of information to include in a Drugs-Crime Dashboard, particularly if they are improved methodologically. We recommend three specific improvements based on discussions with our expert panel members and our own analysis of these data included in this report: (1) focus on associations reported by first-year (new) inmates rather than all inmates; (2) consider the role of polysubstance use and, in particular, alcohol use; and (3) include crimes committed by dependent users rather than just those who report committing the crime to finance a drug purchase.

There are a variety of additional data sets available in the United States today from which relevant information can be derived on some (though clearly not all) of the various mechanisms identified in Figure S.1. Examples are discussed in detail in this report, but include Uniform Crime Reports, or the National Incidence Based Reporting System (providing data on general drug offenses and the role of particular classes of drugs in those offenses); the Fatality Analysis Reporting System (capturing the number of drugged drivers); and the National Emergency Admissions Database (capturing, to some extent, serious victimization where the victims have drugs in their system and were either assaulted, raped, or in an accident).

One data source that is perhaps the most novel for thinking about drug-involved crime among arrestees is Record of Arrest and Prosecution (RAP) sheet data. RAP sheet data have strengths and limitations that are in some ways complementary to inmate surveys. RAP sheet analysis exploits administrative data (so there are no costs from primary data collection) that are available at local levels and provide information on current offenders who get caught, not a stock of inmates. Thus, the population being studied using RAP sheet data is much more representative of the population of offenders than that of inmates, who have been caught, charged, prosecuted, and sentenced to prison or jail. However, there is no interview component to the RAP sheet data, so answers to questions such as “Did you commit this crime to obtain money to buy drugs?” are simply unavailable. Nonetheless, as shown in this report, valuable information on the extent to which drug offenses play a role in current crime or affect repeat offenders can be gleaned from them.

S.5. A Prototype Drugs-Crime Dashboard

After considering a range of information available from a variety of sources, we provide a prototype of a national and state Drugs-Crime Dashboard in this report. This prototype is shown in Figure S.2. We emphasize the preliminary nature of this dashboard in that an important step before making the methodology final as a policy tool would be to solicit input from
policymakers and researchers about the content and amount of data to include (possibly making
such a dashboard many pages long).

The benefit of using multiple statistics, rather than just one, to get a better understanding of
the drugs-crime relationship is immediately apparent when looking at Figure S.2. For example,
in looking at the data presented in the top left-hand corner about drug offending and Panels A
and B, there is a bit of a disconnect between the drugs identified in sale and possession cases and
those involved in non-drug offending. Cocaine and opiates, which represent only one-third of
sales offenses and a quarter of possessions offenses, are two of the “Big 3” drugs being shown in.Panel B that are involved in over half of all larceny, motor vehicle theft, and burglary offenses
committed by inmates using drugs. Methamphetamines/amphetamines are the third “Big 3” drug,
but it represents a very small proportion of sales and possession offenses (as it is included in the
synthetic or manufactured drug category). Marijuana is by far the most common drug identified
in drug possession and sales offenses (Panel A) but plays a much more minor role in terms of
being the only drug consumed by inmates committing any of the property or violent crimes
shown in Panel B. The implication is that, while marijuana is indeed one of the most frequently
used drugs, even among those caught offending and incarcerated, it is not the drug driving the
more serious offending when compared to the other substances.

Interestingly, the data presented in Panel C of Figure S.2, if shown alone, could be construed
to suggest that marijuana in fact does play a much larger role in serious offending, as marijuana
(indicated by the red dot) is the drug most frequently involved in all crimes and, in particular,
robbery. By looking at the information in Panels B and C together, however, it becomes much
clearer that marijuana gets used with other substances. While marijuana is reported to be
involved in 25 percent of all robberies (Panel C), marijuana alone is involved in less than 15
percent of robberies (Panel B). Similarly, 10 percent of inmates who are in jail for larceny and
burglary report being under the influence of marijuana (Panel C), but only half of those inmates
consume only marijuana. Polysubstance use is a problem even among the more expensive drugs,
as shown in Figure B by the fact that half of all the offending attributed to cocaine, heroin and/or
meth (the “Big 3”) also involves alcohol; in the case of murder, this proportion is even higher. It
would be a very difficult task to try to tease out the relative importance of cocaine (or marijuana)
in a given crime that involved the consumption of additional substances; hence, a key insight
from graphics in the panels is that one has to be careful when attributing crime reported by
inmates to any one particular substance.

Panels D and E provide important information regarding the role of dependent use versus use
at the time of the crime. Panel D shows that, while there is some overlap with inmates who report
using a drug at the time of the offense (“current use”), a significant proportion of crime
committed by those meeting clinical definitions of dependence is missed by using solely a
measure of self-reported use at the time of the offense. Indeed, as is shown in Panel E, if we
instead define crimes involving drugs as those crimes committed by someone who was either
using a drug on a near-daily basis or has met clinical criteria for dependence rather than those
committed by someone who simply self-reported use at the time of the offense, the proportion of property crimes involving drugs would be substantially higher, exceeding 50 percent of offenses for robbery, burglary, motor vehicle theft, and larceny in 2004.

Figure S.2
Prototype of a National Drugs-Crime Dashboard
The policy implications are easier to see using this multifaceted measure of drug-involved crime than they are using the single measure of a DAF. Drugs play a much larger role in criminal offending than previously thought, as crimes committed by those dependent or chronically using drugs had gone previously unrecognized if they were not committed while under the influence. These data show the clear need to emphasize treatment for the criminally involved, as doing so should dramatically reduce the amount of crime caused by drugs. However, this treatment needs to address polysubstance use and, in particular, alcohol use, as few offenders are using just one substance when offending. Targeting an offender’s cocaine addiction without simultaneously addressing his/her alcohol use will do little to reduce the burden this offender places on society. Far more policy insights can be gleaned when these sorts of measures are examined over time.

As stated previously, the content of our proposed National Drugs-Crime Dashboard should be viewed as preliminary for several reasons. First, the data we recommend including at this point are largely descriptive, as opposed to only including measures that science has determined represent true causal relationships. This is, to some extent, a function of the state of the science, but also serves to demonstrate how a variety of different imperfect pieces of information can come together to provide a deeper understanding. Second, dashboards are decision support systems, so they interact with and should be customized to the interests of a particular decisionmaker, or at least the decision context. The dashboard that works best for a police chief may be different than the dashboard that works best for the head of a federal agency. We illustrate the principle with a generic national dashboard indicator but do not imagine that its particular design would be ideal for everyone who might eventually be interested in using such a dashboard. Third, the drug problem is not static. Drugs of abuse change considerably over time, and it is hard to predict which drug will be of greatest concern at any given point in the future. For the dashboard to stay relevant, it must be flexible and adaptable to the changing drug environment and to the measures available to monitor it. Thus, not unlike when Barton (1976) and Cruze et al. (1981) introduced the concept of DAFs as a preliminary idea on which future work could build, we too offer the Drugs-Crime Dashboard as a preliminary construct, on which we encourage future development.
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1. Introduction

Policymakers need good information on the impact of drug use and drug markets on crime because crime is a major source of the societal burden caused by the ongoing demand for illegal substances. Thus, information on how drug demand causes crime—both directly and indirectly—is a vital input for policymakers to use in evaluating strategies to manage the problem and/or reduce its associated costs. Policymakers also need such information to set priorities for how best to target limited resources. For example, while taking part in any illegal market is, by definition, a crime, not all illegal substances generate the same burden on society in terms of non-drug crime. This may be the result of the nature of the substance itself, the way the substance is produced and/or brought to market, the environment in which the substance is sold and/or consumed, the population that tends to use the substance, or the policy and societal context more generally. Thus, understanding what drives the relationship between drugs and crime is vital for understanding the most appropriate policy response.

In recent years, an expanding line of research has attempted to specify causal links between drugs and crime. Based on this scientific work, efforts in the United States, Europe, Australia, and Canada have tried to attribute some share of the total crime observed in society to the use of drugs and the presence of illegal drug markets. While these so-called “attribution studies” have advanced the field, they remain unable to generate a credible range of estimates of the overall amount of crime that is causally attributable to drug use and supply. The approach and methods behind these studies have received considerable criticism by scholars in the field (see Reuter, 1999; Cohen, 1999; or Kleiman, 1999). It is really difficult to estimate the total amount of crime in a given year that can be reasonably attributed to drug use or drug markets for at least three reasons, only two of which receive serious attention: (1) data limitations preclude reliable measurement of the main variables of interest (drug use and involvement and crime); (2) it is difficult to infer causality in the absence of true experiments; and (3) there are conceptual challenges to doing so.

While numerous articles have been written criticizing prior methods, none have offered an alternative way forward—until now. In this report, we take steps that we believe will move the science forward. We start by offering a new conceptualization of the drugs-crime relationship that pays attention to the immediate and longer-term factors that link drug use to crime. This alternative conceptualization was constructed from insights gleaned from two important first steps. First, we conducted an updated literature review of recent studies, attempting to empirically assess the causal association between specific drugs and particular types of crimes and the hypothesized mechanisms through which they work. We present our key findings from that review in Chapter Two and offer the full review to the interested reader in Appendix A. Then, we re-examined the earlier development of drug attribution factors and attempted to trace
the logic of their construction back to the principal findings from our literature review (presented in Chapter Three).

Issues and conclusions drawn from these two steps were vetted and informed by a discussion with a group of subject-matter experts in a meeting held in Washington D.C. on November 15, 2011. It was clear to us that prior attempts to improve drug-attributable crime methodology were constructive, but narrow; they incrementally improved measurement of one particular dimension of the drugs-crime relationship while neglecting other, equally important dimensions. Recognizing the complexity of the issue and the limits of current research and data brings to the forefront the need to think of a broader set of indicators that can help policymakers to understand the immediate and longer-term effects of drug use. While it was not our original goal to develop an entirely new approach, it was the logical direction to take once we seriously considered the limitations of previous constructs.

In Chapter Four, we present our alternative conceptualization of the drugs-crime problem, emphasizing the limitations of drug-attribute fractions (DAFs) to completely represent all the relative dimensions of the relationship. The fact that these DAFs are an incomplete representation of the complex drugs-crime relationship does not mean that they are useless. Indeed, we argue that a modified version of these DAFs can be quite useful for describing the role drugs play in economic-compulsive and psychopharmacological crime but that they are even more useful when considered in conjunction with complementary pieces of information on other mechanisms missed by these measures. By simultaneously considering many measures of imperfect information, one can get a more reliable understanding of which drugs are influencing crime and how. It is the use and presentation of these multiple indicators that we refer to as a “Drugs-Crime Dashboard.”

What sorts of metrics should be included in a Drugs-Crime Dashboard? Some scientific literature hints at potential indicators that could serve as a useful starting point, which we investigate in Chapters Five and Six. In Chapter Five, we discuss ways of refining previous methods of constructing DAFs from inmate surveys to make them more useful for describing the total amount of crime that might be considered drug-involved. Detailed analyses of the 2004 Survey of State and Federal Correctional Facilities (SISFCF) supporting the main conclusions presented in Chapter Five are provided in Appendix B. In Chapter Six, we discuss additional data that might be brought in to develop measures of missing dimensions of the drugs-crime relationship, including arrest information contained in administrative data available from all local and state jurisdictions as part of the Record of Arrest and Prosecutions (RAP) sheets. Detailed analyses supporting the suggestions we make in Chapter Six of how to make use of these data are provided in Appendix C. Other data systems and possible metrics that can be derived from them are also discussed in Chapter Six.

Finally, in Chapter Seven, we introduce two prototypes for a Drugs-Crime Dashboard, one capturing measures at the national level and one at the state level. We highlight some relevant information that can be gleaned when comparing specific statistics side-by-side and discuss some
of the policy implications that might be drawn from these comparisons. The goal is not to suggest that we have definitively determined the best information to include in a Drugs-Crime Dashboard, but rather to demonstrate how combining different pieces of information can provide a better understanding than any one statistic on its own. Thus, the dashboards presented in this report should be understood as illustrative rather than definitive. Before a definitive dashboard is constructed, serious consideration must be given to the critical questions of interest to various decisionmakers making use of these tools and to alternative data that might better capture information to inform those questions. We conclude Chapter Seven with some recommendations of what we believe would be useful next steps for further developing the dashboard concept in a way that will make it even more useful for policy makers needing to answer questions regarding the role of drugs in crime.
2. What Do We Know About the Drugs-Crime Relationship?

2.1. Introduction

It has long been understood that substance use and abuse are correlated with criminal behavior. Not only is the possession and use of some substances a criminal act, but there is a substantial literature that identifies an association between drug use and a range of other crimes, from petty theft to homicide (e.g., Chaiken and Chaiken, 1982; Inciardi, 1986; Nurco et al., 1991; Parker and Auerhahn, 1998; Boles and Miotto, 2003; Hoaken and Stewart, 2003; MacCoun, Kilmer and Reuter 2003; Bennett, Holloway and Farrington, 2008; Bennett and Holloway, 2009).

While the persistence of this observed correlation is indeed interesting—and there are similar findings observed for Canada, Europe, and Australia (Collins and Lapsley, 2002; Pernanen et al., 2002; MacDonald et al., 2005; Rehm et al., 2007; Collins and Lapsley, 2008)—it does not mean that drug use causes crime. The scientific literature has tried to pin down the extent to which drug use causes crime, and analysts have tried to translate information from these studies into measures that capture the amount of crime attributed to drug-related activity. However, the current approach to developing estimates of the amount of crime attributed to drug-related activity (i.e., DAFs) is poorly framed in that it adopts a conceptualization of drug-related crime that is overly simplistic and inadequately conceived. The history of developing DAFs from the scientific findings on causal relationships is discussed in the next chapter. Here, we simply state that attribution fractions have as their basis presumed mechanisms through which drug use causes crime. The scientific literature provides a basis for understanding which of those mechanisms have been carefully studied and determined to be truly causal. Thus, we start our investigation by returning to the scientific literature and assessing what we have come to learn about causal mechanisms linking drug activity and crime.

More specifically, in this chapter, we summarize the key insights from our review of the scientific literature on the causal relationship between drug use and crime. We then discuss various additional dimensions of the drugs-crime relationship that have been hypothesized, but that the scientific literature has been silent about. The absence of a literature demonstrating causality by the strict criteria used here does not necessarily mean the absence of a true causal relationship, because often there is inadequate data through which to carefully evaluate the association. We include a discussion of these additional dimensions since future circumstances and/or data may make it possible to carefully evaluate these mechanisms as well.

As will be evident in our review, the extant literature we did consider offers many different mechanisms through which drug use can be associated with and/or cause crime, which shows the complexity of the drugs-crime relationship. For example, some studies focus on the
contemporaneous relationship between drug use and crime among individuals, others focus on this relationship in terms of environment, while still others examine the relationship using a more longitudinal approach. The studies and the approaches used address entirely different questions, while still describing relevant aspects of the drugs-crime relationship. Additional dimensions are raised in the discussion of connections not carefully considered in the scientific literature.

From this review emerges a crucial criticism of the current state of the art for developing DAFs—their inability to reflect anything but a contemporaneous relationship between current use and crime. Thus, an important conclusion from this work is that a single attribution fraction is inadequate for capturing the many dimensions of this complex relationship.

2.2. Summary of the RAND Review of the Drugs-Crime Literature

We began by conducting a comprehensive literature review on the relationship between drugs and crime. We focused on studies published from 2000 forward, because we were explicitly requested to update a review that CSR Incorporated had previously conducted for the Office of National Drug Control Policy (ONDCP) (CSR Incorporated, 2010). The previous literature review described the methods used in a number of national studies to estimate the attribution fractions for drug-related crime in the United States, the United Kingdom, Australia, and Canada; it also described the theoretical underpinnings of hypothesized drugs-crime relationships. However, that review did not contain a careful description of methodologies used to identify presumed causal relationships for drug-involved crimes, nor did it contain a synthesis of findings with respect to each drug’s contribution to crime.2

Thus, in addition to incorporating more recent studies, our goal in updating the previous review was twofold: (1) identify high-quality studies evaluating causal associations between specific drugs of abuse and crime and (2) summarize the evidence supporting drug-specific causal connections to crime based on these high-quality studies. A complete copy of the review we conducted is provided as Appendix A. Below, we summarize the most relevant findings.

From our literature search across a broad spectrum of academic disciplines, we identified 338 studies published since the year 2000 that examined the association between a specific drug and crime. The research in these papers focused on relationships identified during the 1980s and 1990s. Cocaine and marijuana were the drugs most commonly examined in the recent literature, not opiates (see Table 2.1).3 This stands in marked contrast to the literature written through the 1980s, in which opiates were the focus (Chaiken and Chaiken, 1990; Hammersley, et al., 1989). Importantly, the crime most frequently considered in these recent studies is driving under the influence (DUI), followed by violent crime more generally, and then, to a lesser extent, property

---

2 Although specific articles included in the appendix to that review did speak to these issues, the review did not contain an interpretation and summary of the literature to which these articles contribute.

3 The numbers in this table are higher than the total number of articles because several studies explicitly consider more than one drug (and would hence be entered into the table more than once).
crimes. This too stands in contrast to earlier studies on the drug-crime nexus, which tended to focus on property crime (through roughly the mid-1980s) and homicides and other violent crimes (from the late 1980s through the 1990s).

From the identified studies, we identified and more closely examined high-quality, causal studies of specific drug-crime relationships. We were aided in this task by the fact that several important methodological advances have occurred in the past decade to try to assess the causal associations between drugs and crime. For example, economists and other social scientists have applied instrumental variable (IV) techniques, examined exogenous supply shocks, used differences-in-differences approaches, and applied other statistical techniques (Corman and Mocan, 2000; Pacula et al., 2000; DeSimone, 2001; Becker, Grossman and Murphy, 2004; Degenhardt et al., 2005; Grossman, 2005; Markowitz, 2005; Dobkin and Nicosia, 2009). In addition, psychologists and epidemiologists have made use of unique longitudinal datasets to enable prospective analyses of specific birth cohorts (Fergusson and Horwood, 1997; Baker, 1998) and special populations of users, including those in treatment (McGlothlin et al., 1978; Inciardi, 1979; Ball et al., 1982; Chaiken and Chaiken, 1982; Shaffer et al., 1984; Nurco et al., 1985; Bennett and Wright, 1986; Jarvis and Parker, 1989; Parker et al., 1996; French et al., 2000; Seddon, 2000; Zarkin et al., 2000; Jofre-Bonet and Sindelar, 2002; Gossop et al., 2003; Seddon, 2006). The results of these studies have been varied and, in some cases, contradictory, demonstrating that sophisticated methodologies alone are not enough to clarify causal links between illicit drugs and crime. Other factors can also influence results, such as differences in the population examined (by gender, age, socioeconomic status (SES), country), methods of measuring crime (self-reports versus known crimes or arrests), and measures of prevalence of drug use (lifetime, annual, recent, or heavy(dependent use). Moreover, different approaches that generate marginal relationships between specific types of drug use and crime versus average population relationships can generate very different ideas of the relationship, as can results that emphasize the short-term association versus the long-run association.

Nonetheless, we identified studies from our literature search that applied one of the following methodologies to assess the causal link:4 (1) longitudinal or prospective design that accounts for unobserved heterogeneity; (2) natural experiments (e.g., regression discontinuity); (3) instrumental variable (IV) and/or reduced-form techniques; (4) propensity score methods.

---

4 These methodologies were chosen because they appropriately address a common problem of unobserved heterogeneity, which means the factors not explicitly incorporated into the empirical analysis (unobserved heterogeneity) that influence an individual’s decision to use an illicit substance and engage in a crime. Because these factors are not identified in the model, they can bias results, usually positively away from zero; this means that people incorrectly assume the positive association is causal, when in fact it is not.
Table 2.1
Number of Drugs and Crimes Examined by Studies Reviewed Since 2000

<table>
<thead>
<tr>
<th>Crime</th>
<th>Amphetamine</th>
<th>Cocaine</th>
<th>Opiates</th>
<th>Marijuana</th>
<th>Total Studies by Crime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violent (general)</td>
<td>39</td>
<td>58</td>
<td>44</td>
<td>52</td>
<td>193</td>
</tr>
<tr>
<td>Homicide</td>
<td>7</td>
<td>24</td>
<td>10</td>
<td>8</td>
<td>49</td>
</tr>
<tr>
<td>Assault</td>
<td>10</td>
<td>14</td>
<td>8</td>
<td>10</td>
<td>42</td>
</tr>
<tr>
<td>Robbery</td>
<td>4</td>
<td>11</td>
<td>9</td>
<td>5</td>
<td>29</td>
</tr>
<tr>
<td>Sexual Assault</td>
<td>5</td>
<td>15</td>
<td>4</td>
<td>15</td>
<td>39</td>
</tr>
<tr>
<td>Property (general)</td>
<td>25</td>
<td>27</td>
<td>48</td>
<td>19</td>
<td>119</td>
</tr>
<tr>
<td>Burglary</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>Theft</td>
<td>3</td>
<td>12</td>
<td>9</td>
<td>3</td>
<td>27</td>
</tr>
<tr>
<td>DUI</td>
<td>44</td>
<td>49</td>
<td>40</td>
<td>88</td>
<td>221</td>
</tr>
<tr>
<td>ID Theft</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>140</strong></td>
<td><strong>216</strong></td>
<td><strong>174</strong></td>
<td><strong>200</strong></td>
<td></td>
</tr>
</tbody>
</table>

However, out of the 338 papers we identified as examining specific drugs-crime relationships, only 35 met our minimum quality standards. As shown in Table 2.2, these methodologically strong papers most often studied cocaine-related crimes, followed by marijuana-related crimes. Interestingly, violent crimes and, in particular, robbery, were the crimes most frequently considered, followed by theft and burglary. We also identified several studies on opiate-related crimes, the vast majority of which examined the effects of opiate use on acquisitive crimes. Many of the studies on marijuana also examined property crimes, although nearly half also considered violent crimes. Finally, only a few of the studies meeting our inclusion criteria examined amphetamine-related crimes.

Several insights emerged from reviewing these methodologically strong studies on a drug-by-drug basis. First, there is strong evidence that cocaine, at least in the 1980s, was associated with homicide and systemic (i.e., market-related) violent crime. Findings included an association of cocaine (and, in particular, crack) with increased homicides, particularly gun homicides related to retail drug markets. Whether this also indicates an increase in violence because of psychopharmacological effects is less clear. There is further evidence of a potential association with assaults, but the studies are not unanimous in this finding. The evidence of a causal relationship between both powder and crack cocaine and acquisitive crimes, such as burglary, robbery, and theft, is much clearer, with most identified papers establishing a link. Finally, some evidence of a causal relationship between cocaine and intimate-partner violence was identified, particularly for crack cocaine. Thus, the literature for cocaine seems developed and consistent enough that plausible ranges for a quantitative estimate of the causal relationship between

5 Again, the numbers in this table are higher than the total number of articles identified because several of these studies measured more than one drug or crime.
cocaine and homicide, burglary, robbery, and theft could be constructed from it, although one might be interested in assessing whether the relationships are of the same magnitude in the 2000s as observed in 1980s and 1990s.

Table 2.2
Number of Drugs and Crimes Examined in Methodologically Strong Papers Since 2000

<table>
<thead>
<tr>
<th>Crime</th>
<th>Drug</th>
<th>Amphetamine</th>
<th>Cocaine</th>
<th>Opiates</th>
<th>Marijuana</th>
<th>Total Studies by Crime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violent</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>9</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Homicide</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Assault</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Robbery</td>
<td>0</td>
<td>8</td>
<td>5</td>
<td>1</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Sexual Assault</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Property (general)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Burglary</td>
<td>0</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Theft</td>
<td>0</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>DUI</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>ID Theft</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td><strong>6</strong></td>
<td><strong>36</strong></td>
<td><strong>13</strong></td>
<td><strong>21</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Second, confirming what has generally been understood for at least 30 years, heroin use appears to be most strongly causally related to property crimes. However, none of the recent studies examining the relationship between heroin and acquisitive crime controlled for the concurrent use of other drugs or alcohol. Because the psychopharmacological effects of these other substances might reduce inhibitions to engage in property crime—these effects are relevant to consider, provided that it was not the heroin use itself that led to the concurrent use of other substances. Assuming the use of heroin is not the reason for concurrent use of other drugs, then not controlling for these variables, particularly alcohol, can lead to a biased estimate of the magnitude of the relationships identified in these studies attributable to heroin. Importantly, there is a lack of published studies examining a causal relationship between heroin and violent crime (e.g., murder, rape, assault). Only one study considered the effects of heroin on intimate-partner violence, and it could not identify an effect independent of alcohol use. Thus, while the literature for heroin is persistent in identifying a causal link between heroin use and property crimes, it may be insufficient for generating a quantitative range of estimates for the causal relationship with other crimes.

---

6 It is debatable whether one should control for concurrent alcohol or drug use, because if someone who used to inject heroin for 10 years switches to alcohol because it is legal and/or cheaper, then it may be that it was the history of heroin use that is more strongly associated with a given crime (particularly property crime) rather than alcohol use itself. The fact that many drug users switch or use multiple drugs makes it difficult to know how much it is the current use of a given drug versus a history of use of another drug. This is an area in need of more research.
While methamphetamines are commonly associated with aggressive behaviors and criminality, the evidence of a causal relationship in the papers we identified as methodologically strong was limited and inconclusive. One of the better papers to date found no evidence of a causal relationship between methamphetamines use and crime, while another paper found a causal relationship with property crime but not violent crime. There is some limited evidence of a link with intimate-partner violence. Finally, there is currently no strong empirical evidence in support of a causal relationship between methamphetamines and identity theft. Thus, the literature for methamphetamines alone is insufficient for developing quantitative estimates of a causal relationship to crime.

In the case of marijuana, there is little support for a contemporaneous, causal relationship between use and violent or property crime. Three papers with strong methodology looked for such a link, but found little evidence. One unpublished paper found an association between marijuana prices and property arrests at the county level, but no association with reported property crimes. However, there is clear evidence of marijuana-involved drugged driving. Further, there are a couple of studies showing evidence that marijuana may be linked to intimate-partner violence, but the research cannot rule out a spurious correlation related to lifestyle factors or underlying stressors. The greatest evidence causally relating marijuana to crime comes from longitudinal studies looking at criminal career trajectories. Yet this sort of longitudinal association exists for other illicit drug use as well, so trying to identify a true causal mechanism for the association is complex and unclear. While there may be a direct link, it is more likely attributable to other mechanisms, such as decreased family bonds or peer-group effects. There could also be reduced employment opportunities resulting from a marijuana-related arrest or dependence, but we are not aware of any research that has directly considered all of these mechanisms. As a result, this delinquency trajectory may be a result of drug use, drug enforcement, or spurious correlation. Identifying the mechanism for this effect is important because the policy implications depend on the specific mechanism involved. Thus, the literature focused on marijuana use is insufficient and generally not supportive of the development of quantitative causal effects on crime, except for drugged driving.

But we note that, in the case of marijuana markets in particular, the literature does not examine associations with systemic crime in the United States, which is a major omission. Indeed, the systemic crime associated today with various drug markets—including cocaine, heroin, meth, or even prescription drugs—must be reconsidered because drug markets have changed significantly in the past 20 years. Lessons learned from specific markets in the 1980s are no longer directly applicable, given the significant impact of technology (cell phones, smartphones, etc.) and of new types of drugs available in these markets.

Finally, while we were keenly interested in considering the causal relationship between drug use and upper-level (“white collar”) crimes, our review confirmed what one might expect: Methodologically strong studies identifying a clear link between drug use and these crimes are rare or nonexistent. Indeed, our search for causal relationships between specific drugs and
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embezzlement, money laundering, and corruption identified no articles meeting our methodological criteria that would allow us to assess causality.

2.3. Consideration of Drugs and “Other” Crimes

One of the great weaknesses of the traditional drugs-crime literature is that it focuses on street crimes caused by temporally proximal drug use or other drug-related activities. Often omitted from the discussion is the association between drug use and higher market-level crimes and/or the delayed or lagged effects of such use on criminal behavior (with the marijuana literature being the notable exception). The most likely reason is that data for some of these relationships are insufficient for developing quantitative estimates. Nevertheless, there may be real value in at least mentioning what we know about the connection between drugs and other crimes of interest, because some such crimes may represent significant burdens on society, even if they are not easily converted into social cost estimates because of measurement issues. Moreover, by bringing attention to these crimes, we hope to demonstrate some of the more complex ways in which drugs (either their use or their markets) can generate crime.

Corruption of Government Officials

Drug-related corruption is widespread in a number of other countries (e.g., Mexico, Colombia). Police corruption in the United States is not systemic, as it has sometimes been in the past (e.g., among New York City police before the Knapp Commission reforms), but it still exists among smaller groups within both uniformed police and drug enforcement detectives (e.g., the LAPD Rampart CRASH scandal) and also at the border.\(^7\)

It seems implausible to sample from the universe of all corruption instances. Corrupted officials are unlikely to voluntarily self-report, but it would presumably be possible to review Internal Affairs cases at some police departments and report what proportion of cases involved drugs or drug trafficking.

Corrupt law enforcement can involve many different activities: demanding bribes to not arrest someone, pocketing a portion of seized money, selling seized drugs back to dealers or other consumers, etc. It is probably not constructive to speculate on what typologies would be most informative before reading a reasonable sample of files, but one broad distinction seems relevant: forms of corruption that aid or abet drug distribution versus forms of corruption that increase the chances of an arrest or conviction in drug crimes. The latter category would include perjury, planting evidence, using excessive force to elicit information, and acts of street justice. Carter (1990) draws a similar but slightly different distinction between corruption in pursuit of “illegitimate” versus “legitimate” goals.

\(^7\) For a New York Times article on corruption at the border, see Archibold (2009).
Money Laundering

Drug sales are thought to generate roughly $60 billion per year in revenues in the United States (Rhodes et al., 2001). The great bulk of that revenue stays with the very large number of retail and low-level wholesale dealers, who have no need for money laundering services; they can simply spend their proceeds. But, as an exceedingly rough guide, suppose drugs were marked up by 50 percent at each distribution layer, that there were 1,000,000 full-time equivalent street sellers (mostly dependent users) distributing $60,000 in drugs per year to users, and that suppliers sell to ten customers. (More refined calculations could adjust the markup and branching factors, which tend to be lower at higher market levels, but the simple 10:1 and 1.5:1 rules of thumb create a five-layer distribution chain with approximately the right prices at each transaction size.)

If drugs are marked up by 50 percent at each distribution level, then the 1,000,000 street sellers each retain only $20,000 ($60,000-$40,000), and the 100,000 lowest-level wholesalers would net only $13,333 ($40,000-$26,667) per retailer they supply; thus, they would have a net income of only $130,000 per year—an amount they could simply spend. However, each of the 10,000 second-level wholesale dealers would net $900,000 per year over cost of goods sold; as such, these second-level wholesale dealers may have cause to employ money laundering services for at least a portion of their net revenues, and the 1,000 third-level wholesale dealers netting $6,000,000 per year each almost certainly would.

Calculations such as this suggest that drug dealers may need to launder roughly one-tenth to one-fifth of the retail sales revenue within the United States. That figure excludes dirty cash sent across the border to pay for drug imports, which may later be laundered outside U.S. borders. Laundering $5 billion–$10 billion per year would certainly involve quite a few people breaking the law. Drawing on experts in money laundering operations, it might be possible to estimate the number of people who would be involved and/or to obtain estimates of the amounts of money laundered that originated in other illegal activities to estimate the prevalence of drugs relative to other drivers of money laundering.

Child Abuse

Based on the National Survey on Drug Use and Health (NSDUH), SAMHSA estimates that 1.4 million children in America are living with a parent who abuses or is dependent on an illegal drug, and substance abuse/dependence is a prominent risk factor for a range of parenting problems, including child abuse.8 Presumably, the true number is actually higher, since the household survey tends to miss some of the heaviest drug users and denial is a hallmark of addiction, a situation that likely leads to under-reporting the problems with drugs that underpin the estimates of abuse and dependence.

8 Calculated using the ICPSR’s on-line analysis tool for 2010 NSDUH.
It would be possible to refine or elaborate on the 2.1 million figure based on the household survey data and compare estimates from it to those reported in the National Child Abuse and Neglect Data Archive (NCANDA), which is an annually released data set collecting information from state child welfare agencies. The NCANDA has some significant limitations, including the fact that it does not contain drug-specific information, but it may be possible to build a crosswalk showing the relationship between key characteristics of abuse in NCANDA and those of individuals in the household survey. These crosswalked characteristics could then be associated with levels or rates of drug abuse. For example, a substantial number of those parents may be abusing only marijuana, and the questions triggering a survey-based diagnosis of abuse or dependence for marijuana tend to pertain to the difficulty of cutting down (withdrawal) and/or spending excessive time on the drug rather than to any adverse effects on work or family relations (such as child abuse).

However, the more pertinent question for this project is, “What proportion of child abuse cases involve illegal drugs?” That question is perhaps better answered by reviewing a sample of case files from child protective services agencies. And, indeed, there is such a literature. A very cursory review found articles mentioning proportions of cases in which one or both parents had substance abuse problems on the order of “43 percent,” “more than half,” and “67 percent” (Murphy et al., 1991; Famularo et al., 1992; Donohue et al., 2006). A more thorough review of that literature may clarify how that substance abuse breaks down between alcohol and illegal drugs and may provide some insight into what proportion of child abuse cases relating to illegal drugs might reasonably be viewed as having been caused by illegal drugs. Indeed, there are some articles that attempt to deal with the correlation versus causation question, concluding, for example, that there is a more than two-fold increase in the risk of child abuse when parents report a history of substance abuse problems (Walsh et al., 2003).

Witness Intimidation

Intimidating witnesses is itself a crime. As far as we know, there are no good statistics about its prevalence, but anecdotal evidence suggests that at least some instances involve drug dealers.

“Shared Infrastructure” Crimes

The drugs-crime literature has traditionally focused on crimes that were proximally related to drugs (i.e., for which the causal mechanism, if any, was direct and contemporaneous). But drugs can also indirectly cause crime through many mechanisms. For example, if someone’s drug dependence leads that individual to drop out of school and remain unemployed for such a long time as to render them permanently unemployable, then even if the individual ceases all drug use, a subsequent trajectory of acquisitive crime might appropriately be blamed on the individual’s former drug dependence, which has made the individual unable to access the legitimate labor market. Likewise, if a child is neglected or abused because of a parent’s drug abuse and that neglect or abuse affects the child’s subsequent behavior as an adult—including a
lack of attachment to school, work, and other conventional institutions—then resulting crimes might appropriately be blamed on drug abuse. Bruce Benson and his colleagues even argue that many street crimes committed by people not involved with drugs can be blamed on drug-law violators diverting law enforcement resources from other policing activities (Benson and Rasmussen, 1991; Benson et al., 1992).

Carefully considering all the plausible indirect crimes caused by drug use is an exercise far beyond the scope of this project. However, we do want to point out one particularly relevant category of indirectly caused crimes, which we refer to as “shared infrastructure” crimes. In such crimes, a connection, reputation, or capability originally developed to distribute drugs is applied to other criminal activity (i.e., it is dual-use).

Today, the most conspicuous example would be the diversified criminal activities of Mexican Drug Trafficking Organizations (DTOs). The term DTO is actually something of a misnomer because these are diversified organizations. Some scholars and commentators (e.g., Edgardo Buscaglia, Sylvia Longmire) argue that as much as half of DTO revenues come from activities other than drug distribution, including extortion, kidnapping, and illegal transport of other goods. Although we cannot sanction that particular figure because it seems extraordinarily difficult to estimate with any certainty, DTOs appear to be clearly engaged in a range of criminal activities. Indeed, rather than thinking of them specifically as drug-trafficking organizations, they might better be thought of as organizations with an exceptional ability to threaten and carry out violence and that find a variety of ways to turn that capability into revenue. DTOs, then, provide a classic example of a shared infrastructure first developed for drug trafficking but subsequently used for additional crimes that would not show up in traditional counts of drug-attributable crimes.

There are also presumably domestic analogs. Blumstein and Cork (1996) argue that guns acquired with drug-sale revenue and for the purpose of protecting drug distribution activities get used in a wide variety of disputes, many that are not drug-related, sometimes with lethal results. For example, a traditional love triangle that might otherwise have led to a fistfight could instead result in a fatal shooting. In effect, the drug distribution elevates an assault to a homicide. More generally, there is a complicated relationship between drugs and street gangs in the United States. Scholars have long recognized that gangs do not exist solely to sell drugs, but serve sociological functions as well. Thus, it would be wrong to presume that every illegal act by every street gang is a drug-related crime. Nonetheless, it would be naïve to assume the opposite; it may well be that the sale of drugs generates revenues and weapons that enhance the power of street gangs and, as a result, facilitate some of their non-drug crimes.

2.4. Summary and Conclusions from the Literature

While an extensive literature exists describing and examining the relationship between drug use, drug markets, and crime, the vast majority of this work focuses on issues and areas that are
already in the spotlight. The findings from the research literature, particularly the U.S. literature, focus on relationships between drug use and crime at the retail level of the drug market. Perhaps not too surprisingly, the majority of studies focus on associations caused by cocaine, marijuana, and heroin, because these are three drugs for which the national data systems are somewhat comprehensive and the psychopharmacological properties are well understood. Additionally, all three are important to the drug market: Cocaine and heroin are very expensive (and hence highly profitable to sell), while marijuana is the most commonly used illicit drug. Gaping holes remain in our understanding of the relationship between other drugs (e.g., methamphetamines) and specific crimes, as well as the role of drug use in higher–market-level crime. Also missing from the scientific literature are high-quality systematic studies evaluating the role of drugs in particular types of white-collar crime and/or government corruption, particularly in the United States. A growing body of work has begun examining these issues in Colombia, Mexico, and other developing countries affected by the drug trade, but reliable data even in these countries are somewhat limited. This is an impediment to researchers and the discourse, because it is impossible to know the importance of drugs and the potential effectiveness of specific policy responses without a solid understanding of the mechanisms underlying the relationship those policies target.

Keeping in mind the limitations of the time period reviewed, the methodologies considered, the four drugs examined (cocaine, heroin, methamphetamines, and marijuana), the specific crimes examined, and susceptibility to publication bias, the results of this review are consistent with much of the conventional wisdom on the drugs-crime link. First, most systemic crime is caused by the hard drug trade and the firearms that protect it, rather than drug use per se. Several methodologically strong papers identified in our review supported a causal relationship, including Grogger and Willis (2000), Braga (2003), Messner et al. (2007), and Cerda et al. (2010), but as with all systemic crime, it is impossible to separate the drugs-crime from the context of the system in which it exists.

Second, economic-compulsive crime is a concern, especially among long-term heavy users of hard drugs. It has long been known that such users sometimes commit acquisitive crimes to support their expensive habits, and the methodologically strong papers identified in our review support that association. The evidence for this is the strongest for cocaine and heroin, and it could be true for methamphetamines. There are a large number of recent papers with strong methodologies that support this, including econometric methods using instrumental variables in various forms (see DeSimone, 2001; Markowitz, 2005), natural experiments (see Degenhardt et al., 2005a; 2005b; 2005c), longitudinal designs that control for unobserved heterogeneity (see Uggen and Thompson, 2003) and papers using matching methods (see Mocan and Tekin, 2005).

Third, there is not much evidence supporting a causal link with psychopharmacological crime in the absence of alcohol. The strongest potential evidence of a link is for cocaine, including index crimes such as robbery (DeSimone, 2001; Degenhardt et al., 2005c) and intimate-partner violence (Fals-Stewart et al., 2003; Stuart et al., 2008; El-Bassel et al., 2005).
But even for cocaine the evidence is inconclusive and contextual: Jaffe et al. (2009), for example, using another strong methodology, finds no evidence of an effect with regard to intimate partner violence (IPV) in a different population of interest, and while DeSimone (2001) finds evidence of a link with homicide, rape, and robbery, there is no evidence of an effect for assault. Evidence is limited and mixed for psychopharmacological crime because of methamphetamines abuse, where Dobkin and Nicosia (2009) find no effect using a strong methodology, and there is no evidence of an effect with regard to heroin, according to Fals-Stewart et al. (2003). The evidence of a link for marijuana is limited and suggests effects that are not proximal, suggesting mediating factors of development rather than any psychopharmacological violent crime from marijuana (see Pacula and Kilmer, 2003 and Mulvey et al., 2006).

Finally, there is some evidence that adolescent marijuana use is correlated with adult criminality, but this is likely mediated through other factors (e.g., decreased family bonds and deviant peers). Green et al. (2010) finds disruption of education as a mediating factor in one cohort, while Ford (2005) finds familial disruption, rather than educational disruption, to be a mediating factor in a very different cohort. The exact mechanisms are unclear and likely complex and context-dependent.

While identification of causal relationships between specific drugs and specific crimes continue to improve, there are still significant limitations with regard to context and polysubstance use. These causal links and the relevant contexts and conditions need to be better explored even to understand the order of magnitude of effects of drug-induced crime.
3. Drug-Attribution Fractions Developed for Crime

3.1. Introduction

It is difficult to estimate the total amount of crime in a given year that can be attributed to drug use or drug markets. Various researchers in the United States and abroad have wrestled with trying to do just that over the past 30 years (e.g., Pernanen et al., 2002; ONDCP, 2004; Brochu et al., 2002; MacDonald et al., 2005; Collins and Lapsley, 2008; Rehm et al., 2007; NDIC, 2011), but they have confronted three main challenges: (1) data limitations precluding reliable measurement of the main variables of interest (drug use/involvement and crime); (2) difficulty inferring causality in the absence of true experiments; and (3) conceptual challenges. The first two challenges are so daunting that the third is often overlooked. Yet conceptual challenges are fundamental to the exercise, rendering the pursuit of methodological silver bullets quixotic. Better data or improved statistical techniques, even if they could fill the remaining holes that clearly exist in the literature, only make the last challenge more disconcerting, as the additional research inevitably demonstrates the multitude of direct and indirect mechanisms through which drug use and drug markets influence crime. On the positive side, acknowledging these conceptual issues points to practical steps that can improve understanding of the drugs-crime nexus.

In this chapter, we briefly review the roots of the concept of attribution and how it has been applied to the drugs-crime relationship. We then discuss conceptual problems with attempting to measure this complex problem with a single DAF in light of the assumptions underpinning the attributable risk concept, their violation in the context of drugs and crime, and the resulting anomalies. The main conclusion is that one should not strive only to improve the methodology for estimating a single DAF, but instead think of how to measure additional elements of the drugs-crime relationship ignored by the current construction of DAFs.

3.2. The Concept of Attributable Risk

It is important to begin with a basic understanding of the concept of attributable risk and, in particular, population-attributable risk factors. The concept of attributable risk comes from the health field, particularly epidemiology. A population risk factor is based on the notion of comparing two populations—one exposed to a risk factor and one not—and then assessing the excess amount of a health problem observed in the first population that is the result of its exposure to that particular risk factor.

For example, we can determine the amount of lung cancer attributable to cigarette smoking or the amount of HIV/AIDS attributable to injection drug use. For each of these examples, there is a known medical pathway through which the risk factor (smoking, injection drug use) can lead
to the health problem/condition (lung cancer, HIV/AIDS). This known medical pathway does not mean that a given risk factor will influence every individual the exact same way (e.g., because of the influences in environmental interactions, genetics, and other risk factors). But holding other factors constant, the attribution risk indicates how much the disease incidence in a population would be reduced on average if the risk factor were removed from the population.

Of course, how much a risk factor leads to a particular health outcome varies significantly. Liver cirrhosis and lung cancer are very strongly associated with specific health behaviors (drinking and smoking, respectively), while heart attacks are less strongly associated with any particular health behavior. The population attribution risk factor provides a way of representing the variation in those risks in terms of the ultimate association with the health outcome of interest. In essence, a population attribution factor captures the following: Supposing risk factor A was non-existent (e.g., no smoking), how much of a reduction would there be in health outcome B? A larger attribution factor means that more of the disease is caused by that single risk factor, while a smaller attribution factor means that the risk factor is one of several that lead to the negative health outcome of interest. The question is an obvious hypothetical because, in many cases, the risk factor will not completely disappear. Nonetheless, it helps us identify which risk factors are the most important to focus on when the goal is to reduce the overall incidence of a particular public health problem, as even small reductions in the most important risk factors will produce positive benefits in population health.

Several aspects of measuring attribution that were hinted at above deserve closer attention. First, health attribution fractions are developed for risk factors in which there is a clear physiological mechanism linking that risk factor to a specific health outcome and in which that mechanism is universal across populations and places because the mechanisms are based on human physiology and bioscience. While there is some heterogeneity in how risk factors influence the progression of health problems across individuals, such as differences in the presence of protective factors that may mitigate effects, the mechanism through which the risk factor influences health is generally the same across populations or at least significant subpopulations.

A second issue to keep in mind is that attribution fractions, when properly measured, hold other factors (competing risks) constant. Epidemiologists typically follow cohorts of individuals over time, some exposed to specific risk factors and others who are not, and assess the differential likelihood of disease based on exposure and intensity of the risk factor, the individual’s environment, general health, genetics, and other relevant factors. The ability to fully control for the influence of competing risk and protective factors is important for properly identifying the real causal attribution of the particular risk factor.

Finally, for many health problems, population-level health outcomes are obtained as the simple sum of individual health outcomes. For example, the number of people in a community with lung cancer, liver cirrhosis, or heart failure does not strongly influence the likelihood of anyone else getting the disease. Under these circumstances, identifying risk attribution is
relatively simple and linear. Thus, the marginal effect of eliminating a certain amount of a risk factor on the health outcome is the same as the average effect for the population. Contagious conditions are exceptions; for HIV/AIDS or the flu, social interactions do influence the spreading of the disease among the population. Thus, the population risk is no longer simply an additive function of the individual risk, but is instead a function of the level of disease in the population (growing multiplicatively or exponentially). For these conditions, the marginal effect of reducing a risk factor is no longer the same as the average effect in the population, and calculation of the impact of reducing a risk factor depends critically on what stage the disease has reached in the population (because of social contagion). A small decrease in a risk factor at an early stage can have a much more profound effect on total health outcomes than a small decrease in a risk factor when the health outcome is more widespread.

With this general understanding of attribution fractions as they have developed in the health field, we now provide a bit of background on how they have been applied to drugs and crime.

3.3. Brief History of DAFs

For five decades, researchers and policymakers have attempted to understand and demonstrate the relative economic burden various diseases impose on society in terms of health care resources and lost productivity (both in earnings and at home). The exercise began with work not in economics, but rather in health services, conducted by Dorothy Rice (1967), who was one of the first to attempt to document the direct costs of diagnosing, preventing, treating, and rehabilitating people with certain medical disorders, as well as the indirect costs in terms of these people’s lost earnings, productivity, and household production. The approach, which became known as the Cost of Illness (COI) framework, was made more explicit through a series of conventions leading to published guidelines by Hodgson and Meiners (1982) that describe which costs to consider and how to account for them.

Scholars subsequently tried to produce parallel estimates for costs associated with alcohol and illicit drugs, but crime was added as an additional cost consideration. Although Cruze et al. (1981) is widely cited as the first to develop attribution fractions for crime, such attribution fractions actually began with Barton (1976), who argued that all the income-generating crimes committed by daily users of heroin could be causally attributed to drug use, assuming that the property crime they committed was to support their expensive heroin habits. Cruze et al. (1981) broadened this concept to include not only the income-generating crime committed by daily heroin users, but also 20 percent of the income-generating crime committed by other drug users (including non-daily heroin users and all users of other drugs). The 20 percent figure was ad hoc and justified in comparison to similar constructs identified for alcohol. These percentages were applied to the numbers of drug users identified in the 1974 Inmate Survey by crime to identify the percentage of each crime that could be attributed to drugs.
A subsequent study by Harwood et al. (1984) broadened the definition of drug-attributable crime, adding an assumption that 10 percent of all violent crimes could be causally attributed to illicit drugs. This 10 percent estimate was also somewhat arbitrary, since there was no rigorous empirical support that violent crime was caused by drug use or drug markets, despite abundant anecdotal evidence from the violent cocaine markets. These latest attribution fractions were adopted by Rice et al. (1991).

Harwood et al. (1998) later updated their estimates using data from more recent inmate surveys and also made an important modification to this methodology. They replaced the heroin-centered attribution fractions for acquisitive crime and the 10 percent assumption for all forms of violent crime with crime-specific fractions based on inmates self-reporting that they committed a crime for drugs or drug money. This limited their consideration of attribution mainly to the economic-compulsive theory of crime. An important exception was homicide, for which they used detailed homicide data collected by the U.S. Federal Bureau of Investigation (U.S. Department of Justice, 1994) to try to capture systemic crime. From their review of these documents, Harwood et al. (1998) determined that 15.8 percent of homicides could be attributed to drugs. These DAF assumptions were maintained in the last two updates sponsored by ONDCP (ONDCP 2001, 2004).

Researchers in Canada, the United Kingdom, and Australia have produced similar national estimates of the economic burden of illicit drugs (Pernanen et al., 2002; Brochu et al., 2002; MacDonald et al., 2005; Collins and Lapsley, 2008; Rehm et al., 2007). In each study, sections are dedicated to estimates of the amount of crime caused by drug use and/or drug markets (Makkai and MacGregor, 2003; Pérez-Gómez, 2004). These efforts largely rely on a similar methodology to that used in the United States. In all cases, estimates of drug-attributable crime are constructed from information self-reported by incarcerated offenders, arrestees in detention centers, and/or probationers/parolees to assess what fraction of their crimes were induced by drug intoxication and/or the need for money to support a drug habit. Thus, causality in these studies is determined primarily by the willingness of an offender to ascribe the crime to his or her drug use.

Table 3.1 shows the DAFs employed in various studies over the past three decades in the United States. Attribution fractions in these studies are done for all illicit drugs together; they are not drug-specific. Since these studies are all so similar in their approach, we describe in detail only the approach used by the National Drug Intelligence Center, NDIC (2011), which represents the latest attempt to update these DAFs.9

---

9 For more details on differences related to how information from the arrestee or incarcerated populations gets developed into attribution fractions, we refer the reader to the useful review conducted by CSR (2010).
Table 3.1
Crime-Specific DAFs

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Homicide</td>
<td>-</td>
<td>10.0%</td>
<td>10.0%</td>
<td>15.8%</td>
<td>15.8%</td>
<td>7.2%</td>
</tr>
<tr>
<td>Agg. Assault</td>
<td>-</td>
<td>10.0%</td>
<td>10.0%</td>
<td>5.1%</td>
<td>5.1%</td>
<td>5.1%</td>
</tr>
<tr>
<td>Sex. Assault</td>
<td>-</td>
<td>10.0%</td>
<td>10.0%</td>
<td>2.4%</td>
<td>2.4%</td>
<td>3.7%</td>
</tr>
<tr>
<td>Other Assault</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.1%</td>
<td>5.1%</td>
<td>7.6%</td>
</tr>
<tr>
<td>Robbery</td>
<td>26.8%</td>
<td>26.8%</td>
<td>26.8%</td>
<td>27.2%</td>
<td>27.2%</td>
<td>28.0%</td>
</tr>
<tr>
<td>Burglary</td>
<td>22.4%</td>
<td>22.4%</td>
<td>22.4%</td>
<td>30.0%</td>
<td>30.0%</td>
<td>33.6%</td>
</tr>
<tr>
<td>Larceny</td>
<td>18.6%</td>
<td>18.6%</td>
<td>18.6%</td>
<td>29.6%</td>
<td>29.6%</td>
<td>39.1%</td>
</tr>
<tr>
<td>MVT</td>
<td>18.6%</td>
<td>18.6%</td>
<td>18.6%</td>
<td>6.8%</td>
<td>6.8%</td>
<td>17.7%</td>
</tr>
<tr>
<td>Stolen Goods</td>
<td>18.6%</td>
<td>18.6%</td>
<td>18.6%</td>
<td>15.1%</td>
<td>15.1%</td>
<td>27.0%</td>
</tr>
<tr>
<td>Prostitution</td>
<td>12.8%</td>
<td>12.8%</td>
<td>12.8%</td>
<td>12.8%</td>
<td>12.8%</td>
<td>12.4%</td>
</tr>
<tr>
<td>Drug Law</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

* Not presented this way in the main NDIC text; based on NDIC’s Table 1.8.

The approach used to determine attribution fractions in U.S. studies since Harwood et al. (1998) relies on self-reported information from three inmate surveys: (1) the Survey of Inmates in State Correctional Facilities (last conducted in 2004), (2) the Survey of Inmates in Federal Correctional Facilities (last conducted in 2004), and (3) the Survey of Inmates in Local Jails (last conducted in 2002). In each survey, inmates who indicated any prior drug use were asked similar questions related to drug-induced and drug-involved crime. The two specific questions asked were:

1. “Did you commit the [governing offense] in order to get money to buy drugs?”
2. “Were you under the influence of drugs when you committed the [governing offense]?”

In the most recent study, all crimes described as being committed to get money to buy drugs were counted as drug-induced (“instrumental”) crime, and 10 percent of all other crime committed while under the influence was also labeled as drug-induced (“related”) crime (NDIC, 2011). The determination of this 10 percent figure was completely arbitrary, as indicated by the following quote:

There appear to be no research-based findings that might justify our selection of a probability here, and so we choose to err conservatively by assuming that the proportion of related offenses that are drug induced is 0.10. This is an area where additional research effort is warranted. (NDIC, 2011 p. 8)
Thus, NDIC estimates the population fraction for a specific crime category by summing all the offenders whose crimes were “instrumental” or “related,” by these definitions, and dividing by the total number of criminals in the sample for that governing offense.

This approach has a number of limitations that have been discussed elsewhere in the literature (see Reuter 1999; Kleiman, 1999; Cohen, 1999). One major criticism is that these attribution fractions do not accurately account for the true causal associations between drug use and crime identified in the literature (and reviewed in the previous chapter). This is because of a multitude of problems. For example, current attribution fractions are based on self-reports of use, intoxication, or perceived involvement (from law enforcement) rather than on clear, objective measures of the role drugs (or alcohol) played. However, such measures do not readily exist, because even a drug test indicating that a drug was present in someone’s system at the time of an offense does not mean that it was the drug use that was responsible for the crime. Second, it ignores crimes that are committed but not captured in administrative records of crime or arrests (e.g., victimization that goes unreported or crimes that go undetected). Third, the current construction misses a great deal of systemic violence not captured by the two questions asked. This last point is especially troubling, given that much drug-related violence, particularly during the 1980s, is systemic (Goldstein et al., 1989; Reuter, MacCoun and Murphy, 1990; Spunt et al., 1990, 1995; Brownstein et al., 1992; Goldstein, Brownstein, and Ryan, 1992).

Another important assumption of the approach is that the proportion of offenses attributable to drugs matches the corresponding proportion revealed by offenders who are now incarcerated (Cohen, 1999). There are many steps in the process leading from the commission of a crime to incarceration, including arrest, prosecution, conviction, and sentencing. Only a subset of offenders move from one stage to the next, and that subset is not random. For example, there is reason to believe that drug use and/or involvement in drug markets may increase the likelihood of arrest and/or incarceration, all else being equal. Once an arrest occurs, however, a number of factors can influence the likelihood of a conviction, further distancing the sample of the convicted and imprisoned population from the general population of offenders. And, of course, sampling from all current inmates over-samples those with long sentences relative to those who are entering incarceration. There have been attempts to moderate this bias by using arrestee populations (e.g., Collins and Lapsley, 2008; MacDonald et al., 2005), but they do not completely remove the potential bias, since individuals who get caught may be systematically different from those who do not.

These criticisms, as well as others raised in the literature, tend to revolve around the improper or inadequate identification of causal connections between drugs and crime because of limited data and/or weak identification strategies. The applicability of the risk attribution construct itself has not received enough attention.

In the next subsection, we raise a series of issues that lead us to conclude that *singularly relying on risk attribution construct is perhaps the greatest flaw about the current approach of trying to understand the amount of crime that is caused by drug use and drug markets.*
3.4. Conceptual Issues with Applying Attribution Fractions to Drugs

Because the connection between drugs and crime is probabilistic, importing the risk attribution concept from epidemiology has an inherent appeal. However, little else about the drugs-crime connection matches the circumstances that typically hold in classic epidemiological applications.

Specifically, this section elaborates on four conceptual issues with applying attribution fractions to drugs:

1. The drugs-crime relationship is not linear.
2. Both direct and indirect causal pathways are important.
3. Indirect effects are mediated through “stocks.”
4. The mechanisms linking drugs to crime are not universal.

The Drugs-Crime Relationship Is Not Linear

When estimating how many cases of lung cancer smoking causes, one does not have to worry much about interactions between different cancer patients. Cancer is not contagious and if someone has a cancer, his or her tumor’s growth is not affected by how many other people also have cancer. So the population-level outcome is simply the sum of the outcomes for the individuals. Formally, we would say the principle of linear supposition holds.

The same cannot be said of crime. Crime is a social behavior in a way that cancer is not. For various reasons, the amount of crime expressed by one person depends on the amount of crime expressed by others. Some of these reasons are interpersonal or local; for example, parents move delinquent teens to a “better” school because they respect the power of peer influence. Other reasons are purely rational and reflect macro considerations. Schelling (1978) famously showed that an individual’s incentives for being corrupt depend on the prevalence of corruption in the surrounding population, and Kleiman (1993) showed how “enforcement swamping” can reduce offenders’ risks when many others are already offending.

These interactions create nonlinearity in the relationship between drugs and crime. The relationship between drugs and crime may be monotonic; greater drug-related activity might always be associated with more crime. However, the relationship is not one of simple proportionality. Over certain ranges, crime might increase more than proportionally; over other ranges, crime might increase less than proportionally. We can visualize this as a function that plots the amounts of crime versus the quantity of drugs consumed (which is one possible composite indicator reflecting drug use and distribution), with a curve that is not just a straight line emanating from the origin.

Lack of proportionality means the average effect (total current drug-related crime divided by total current drug consumption) can differ from the marginal effect (the slope of the relationship at the current level of crime or, equivalently, the amount by which crime would go up or down if drug consumption increased or decreased by one unit).
Comparing the status quo to a drug-free world (the origin in the graph just described) measures the average effect. But there is no policy that could create a drug-free world. Actual policy choices would increase or decrease drug volumes by some incremental amount, say 10 percent or 20 percent. So for practical purposes, policymakers ought to be interested in marginal effects. Furthermore, all empirical measurements—as opposed to conjectures based on self-reported data—will necessarily be grounded in examining marginal changes. We can observe and collect data comparing today to times or places with greater or lesser amounts of drug use and distribution, but we cannot do so for otherwise similar times or places in which drugs are entirely absent.

Thus, the current DAFs are defined for an average effect over a range that is purely hypothetical and also immeasurable.10

A further complication is that one person’s drug use can cause a non-user to commit crime. For example, many assaults have a tit-for-tat character. If intoxication leads to an assault, the victim may retaliate the next day—meaning the latter crime may be caused by drug use even if both parties are stone cold sober. Or, one person’s intoxication may escalate an argument to physical violence, with the police ultimately charging both the drug user and the second person involved with assault, or the police may charge only the second person if the drug user has more injuries and thus appears to be the victim. A variant of the latter occurs when intoxication creates a criminal opportunity—as when defenseless drunks get mugged.

In a prohibition regime, the most important way in which drug use causes non-users to commit crime is when users’ demand supports a violent black market.

That drug use can cause non-users to commit crimes undermines the premise that crimes attributable to drug use can be measured as the difference between the number of crimes committed by drug users and the number committed by non-users.

Conventional epidemiological applications do not face this problem; one woman’s breast cancer does not cause another woman’s breast cancer (outside of inheritable diseases). Contagious diseases (e.g., HIV/AIDS, sexually transmitted disease, and other contagious viruses) or inheritable diseases are exceptions, but a well-designed epidemiological study could model the transmission of the disease based on known transmission factors (e.g., injection drug use or unprotected sex in the case of HIV, or homes with a virus versus those without a virus). It is not possible to make comparable adjustments in the case of drugs and crime because the transmission mechanisms are multiple, diffuse, obscure, and indirect. Moreover, statistically controlling for those indirect pathways generates a significant downward bias in estimates of the impact of drugs on crime, as is discussed more fully in the next subsection.

---

10 Cohen (1999) made this point in his critique of the literature attempting to measure the cost of drug or alcohol use.
Attribution fractions are not estimated mechanically by comparing everyone exposed to a condition to everyone else. One first controls for other variables. Smokers in the United States are in much worse health than non-smokers. Much of that difference can be blamed on smoking, but it is also true that smoking is increasingly concentrated in the poorer and less-educated segments of American society (Escobedo and Peddicord, 1996; Flint and Novotny, 1997; Jarvis et al., 1999; Gilman et al., 2003), and poverty and low educational status independently predict poor health outcomes (Pritchett and Summers, 1993; DeWalt et al., 2004). So researchers use statistical adjustments to compare the health of smokers and non-smokers after controlling for third variables, such as poverty and educational attainment.

That makes good sense—as long as smoking does not cause poverty or lead someone to drop out of school. If an important mechanism by which smoking caused poor health was mediated through variables that are statistically controlled for (e.g., dropping out of school), then the resulting attribution factor could greatly understate the amount of ill health caused by smoking.

Unfortunately for DAFs, the indirect effects of drugs on crime are not minor; they are numerous and collectively constitute an important part of the common-sense understanding of ways that drugs cause crime. A simple example would be if long-term drug dependence renders someone unemployable and—absent legitimate income—the individual turns to crime to purchase necessities like food and shelter. The DAF would not consider such crimes to be drug-related. The current incarnation of DAF would miss these crimes because it asks only about crimes committed to obtain money to buy drugs. But the problem is not just in the tactical implementation; it is fundamental to the notion of attribution fractions.

Were someone to compare offense rates for drug users and non-users, they would certainly control for income, because rich people commit fewer income-generating street crimes than do poor people. But controlling for income would erase a crucial mechanism by which drugs cause crime.

There is a parallel between these estimates and estimates of discrimination. Minorities are under-represented on many universities’ faculties. The universities might point to statistics showing they are just as likely to hire a qualified minority candidate as a similarly qualified non-minority and say the cause is not racial discrimination, but an absence of qualified minorities in the applicant pool. However, there might be relatively few qualified minority candidates precisely because of discrimination earlier in the process. For example, minorities are concentrated in districts with weak secondary schools. Therefore, looking at hiring decisions while controlling for qualifications at the time of hiring might miss important aspects of discrimination in the overall system.

Likewise, comparing current users to otherwise similar non-users can miss important aspects of the drugs-crime link. The problem becomes obvious when comparing DAFs to health-oriented attribution fractions. Suppose someone smoked cigarettes for 20 years, developed lung cancer,
then quit smoking last year, but is now dying of cancer. Any health study would attribute that
cancer—or, more precisely, something like 0.75 of that cancer—to smoking, even though the
person has already quit.

In contrast, suppose someone used heroin for 20 years, developed a criminal history, giant
holes in that person’s resume, and disabilities that block employment in the legal sector. The
person quit using heroin last year, but still cannot get a job and so burglarizes a house to get
money for food. Current inmate-survey-based methods would not count even a portion of that
burglary as being drug-attributable, because the offender is not a current user, even though that
same thinking would never absolve tobacco from responsibility for an ex-smoker’s lung cancer.

Alternatively, imagine a woman who was molested as a child by an alcoholic father, who
was expelled from high school before graduating for marijuana use, who suffered permanent
brain damage from a heroin overdose, who was crippled when beaten for non-payment by a
ruthless dealer, who lives by a flagrant street market that has driven off all legitimate businesses,
and whose resume has a ten-year gap corresponding to imprisonment for drug offenses. She
steals so she can afford medicine to treat the HIV she acquired by injecting with a dirty needle.
That crime is in no way drug-related, according to DAF, unless she happened to be high at the
time it was committed.

Indirect Effects Are Mediated Through “Stocks”

One way to think about this is that drug use and distribution not only cause crime proximally,
but also affect “stocks” of various forms of “capital,” which may affect crime indirectly over
time. Let us begin by describing what we mean by proximal effects, which are those borne out
around the time of the consumption. We will then describe what we mean be “stocks” and
indirect effects. Figure 3.1 shows the proximal (or contemporaneous) ways in which drug use
and drug markets can generate crime. NDIC’s (2011) DAFs mainly considered the instances in
which drug use causes economic-compulsive and psychopharmacological crimes by drug users
(shown in the top row of Figure 3.1). It also captured 100 percent of drug offense arrests for
manufacturing/trafficking/sales and possession (drug production, distribution, and supply) and,
to a very modest degree, following the convention of Harwood et al. (1984, 1998), a narrow
aspect of systemic crimes. While numerous aspects of both drug market and systemic crime
remain unrepresented (e.g., money laundering and nonfatal systemic crime), the concept of these
types of crimes is at least recognized.
Economists customarily think of demand and supply as interacting in parallel to produce consumption, whereas Figure 3.1 depicts drug demand as the root cause of both use and supply/markets. This is admittedly a simplification. When it comes to drugs and crime, almost everything has some causal pathway connecting it to everything else, so all the arrows could be double-headed to some degree. But it is not unreasonable, for the purpose of simplification, to present the model as being driven by demand. For example, if some demand control intervention—whether treatment, prevention, or coerced abstinence—managed to cut the demand for drugs by 50 percent, over time, the volume of drugs produced and distributed would also fall by roughly 50 percent, and drug-related crime associated with markets and use would also decline.

Figure 3.2 adds to the previous figure a center box identifying a number of individual- and community-level processes or relationships that are influenced by the prolonged use of drugs or the presence of drug markets. The previous section gave an instance of heroin use eroding someone’s human capital (their employability). This is just one of several relevant examples represented in the center box. Each separate area of this box is intended to embody the long-term accumulated effects of prior consumption on that specific area, which we broadly refer to as a “stock.” First, there is the “consumption stock,” which reflects an abstraction of all the physiological and psychological changes that occur within an individual that has used drugs over an extended period of time, induced by long-term exposure to artificially introduced neurotransmitters (i.e., drugs). Brain-imaging research funded by the National Institute of Drug Abuse (NIDA) shows that we can literally see the permanent, or at least long-lasting, effects of
drug use on the human brain. The neural pathways are not affected solely at the time of drug use. Frequent and prolonged drug use can actually change some drug users’ brains with unknown impacts. A tangible example is that stimulant-induced psychoses are not limited to periods of intoxication; they can persist after individuals stop using the stimulant in question. If such psychoses contribute to an assault, then drug use can cause psychopharmacological crimes even when the user is not intoxicated.

Figure 3.2
A Simplified Model of the Proximal and Indirect (Long Term) Effects of Drug Use on Crime

Human capital refers to the accumulation of education, knowledge, and experience that makes a person more productive at a given task at work or home. It represents accumulated learning starting in elementary and high school and continuing well into adulthood. To the extent that drug use reduces the attention that an individual gives to learning (either at school or on the job) or the individual’s willingness to stay in school, it can have long-term negative effects on his/her opportunities in the workplace and hence the economic gains of legitimate employment vis-à-vis those from crime. Similarly, gaps in employment caused by drug use (either because of being in prison or because of losing a job due to a drug charge) can interfere with a person’s ability to get legitimate employment for months or years after s/he stops using.

Relational capital refers to the changes in relationships that occur because of the long-term use of a drug. An example would include the strains placed on relationships with friends, family members, or co-workers who were close to an individual before s/he began to use drugs. Strains might occur because these people do not approve of the individual’s drug use, thus leading the
individual to feel that s/he needs to regularly lie to them. Alternatively, these friends and family members may feel the burden of the drug user’s flakiness, as drugs become an increasing focus for the individual at the expense of important activities with family, friends, or co-workers. As drug users begin to disassociate themselves from non-using peers and family members (usually to avoid judgment), they seek friendship and acceptance from people like them—people who are willing to break certain laws they view as unimportant or irrelevant. Such associations can, in turn, increase the individual’s own willingness to engage in crime.

While relational capital is meant to capture the capital of the individual drug user with respect to his/her relationship with others, the fourth stock in the central box of Figure 3.2 refers to the direct impact a drug user has on friends and family members. A child living with a severely drug-dependent parent can have long-lasting scars caused by neglect, malnutrition, and/or a sense of abandonment. Indeed, when a parent is charged with a crime because of his/her drug use, the child can be put in foster care until the parent is released and/or proven to be clean. Children who are taken away from their parents and placed in foster care are at significantly higher risk of engaging in crime in the future than children who grow up in stable two-parent or even one-parent households. In their assessment of the role of drugs on crime, few evaluations attempt to include the crime committed by the children of drug-abusing parents. The mechanism, however, is indeed quite real.

Drug use can also adversely affect neighborhood and societal-level stocks and, in turn, promote crime. An example would be if high rates of drug use supported a flagrant, open-air drug market whose presence drove away legitimate businesses. If such markets, or even just dense populations of drug users, drive away businesses, then neighborhoods become susceptible to criminal activity intensified by empty storefronts and few local economic opportunities. The broken windows theory suggests that the sense of disorder created by flagrant markets can be directly criminogenic (Wilson and Kelling, 1982). Inasmuch as law enforcement depends on citizen cooperation, drug markets can undermine the effectiveness of crime control more generally (e.g., leaving witnesses too fearful to testify, exacerbating racial tensions, or undermining citizens’ general confidence in the police).

This final point suggests that it may be helpful to differentiate in Figure 3.2 between those mechanisms through which drug use influences crimes on an individual basis and those through which drug use influences crimes at the community level. We attempt to do this in Figure 3.3, where individual mechanisms are identified in blue and community mechanisms are identified in yellow. The only other change from before is that specific examples of indirect crimes caused by the intertemporal (indirect) effects of drug use on these stocks are provided. Individual drug use and dependence feed into market drug demand, and market drug demand can influence individual use through impacts on availability and prices. Individual use influences one’s own consumption stock and may influence human capital formation, as discussed above, as well as one’s own relational capital with friends, family, and colleagues. Deterioration in these relational capital stocks can generate a need to commit crime (if family members or friends refuse to
provide economic assistance in terms of housing, food, and cash). Similarly, the removal of a child from his/her home because of parental substance use or abuse can lead to another generation of crime, caused by the emotional stress of observing a dependent parent and/or moving from home to home. These are all examples of negative impacts on individual stocks influencing an individual’s decision to engage in crime in the current period.

**Figure 3.3**
The Direct and Indirect Influences of Drugs on Crime at the Individual (Blue) and Community (Yellow) Level

As noted above, however, there are also community capital stocks that are affected by drug markets and/or a critical mass of drug users. This can happen because of the visibility of outdoor drug markets, violence caused by turf wars among competing drug sellers, or just the general neighborhood deterioration that comes with drug distribution and drug use crime. These things occur not simply because of one individual using drugs, but typically because there is a critical mass of individuals using drugs, creating circumstances in which a drug market can come to exist and persist.

While the conceptualization presented in Figure 3.3 is useful for making concrete some of the direct and indirect ways drug use can cause crime, it still suffers from a very critical omission that remains a problem for DAFs as well: polysubstance use. DAFs make unstated assumptions about substitution and complementarity. DAFs ask us to imagine a world in which no illegal drugs are available or used, but everything else is the same. It is not reasonable to assume, however, that alcohol use would be identical in such a parallel universe. And, if the absence of
drugs would affect alcohol use, then alcohol-related crime would also be different.\textsuperscript{11} Yet it is not possible to adjust for this either practically (we have no idea what the overall long-run cross price-elasticity of demand is) or politically (policymakers do not want a DAF that nets out this hypothetical interaction with alcohol).

This problem has no parallel in typical health-oriented attribution factor studies. Scientists estimating the smoking attribution factor for lung cancer do not worry that, in the absence of tobacco, people would smoke asbestos because they have some underlying demand for lung cancer.

Substitution and/or complementarity can also pose issues on the supply side. If drug sellers were not selling drugs, would they be robbers instead? Conversely, if the police were not so busy catching drug sellers, would they do a better job of deterring robbers? Who knows, but it strains credulity to imagine that all such indirect effects would conveniently cancel each other out.

\textbf{The Mechanisms Linking Drugs to Crime Are Not Universal}

Newton’s second law (\( \text{Force} = \text{mass} \times \text{acceleration} \), or \( F = ma \)) says that if a force (\( F \)) is applied to an object with a certain mass (\( m \)), it will cause a certain acceleration (\( a \)) \textit{anywhere} in the universe. It does not cause an acceleration of \( a \) in New Jersey and an acceleration of 2.3 times \( a \) in Arkansas, or an acceleration of \( a \) in a city that implements community policing and half that in a city that stresses traditional 911 response times.

There is no comparable universal law defining how much crime and violence are caused by a given amount of drug use (and associated drug selling). That inconstancy in no way denies that drug use and selling cause crime, but the cultural and policy context mediate the amount of crime created, as Watters et al. (1985) observed long ago.

For example, the volume of drugs being produced in and trafficked through Mexico is not so different in 2012 than it was in 2006, yet the number of drug-related homicides has grown roughly tenfold. So, two identical studies—each done extremely well—could produce DAFs that differ by a factor of ten, just because one was done six years before the other.

There can be cross-sectional and intertemporal variation. Homicides per unit of drug use are higher in countries with lots of guns—like Colombia and the United States—than they are in places with fewer guns, like Australia or Western Europe. Likewise, one explanation for the decline in lethal drug-related violence is that many flagrant street-corner retail markets have been replaced by arranged sales and/or sales made within a social network. So equal changes in use in

\textsuperscript{11} It is not clear whether this parallel universe would have more or less alcohol and, hence, more or less alcohol-related crime. Suppose there would have been more alcohol use because, on net, illegal drugs have substituted to a degree for the use of alcohol. Then, the inmate-survey based approach will tend to overestimate the amount of crime that is causally attributable to drugs because it fails to recognize that the use of drugs is effectively causing a reduction in alcohol use and, hence, in alcohol-related crime. If, however, drugs and alcohol are not complements, similar logic leads to the opposite bias.
Australia and the United States, or in the United States today versus the United States in the 1980s, will not cause equal changes in crime.

This implies that DAFs are context-dependent, which has two important implications.

First, it enormously complicates measurement, because one cannot measure the proportion of a crime that is drug-related for one city, year, and/or substance and presume that the same factor applies to another city, year, or substance.

Second, it complicates interpretation. Suppose, as a thought experiment, Mexican DTOs were only in business to distribute drugs. That is, suppose they did not also kidnap, carjack, extort, etc. Then, common sense would say that when Mexican DTOs murder police or rivals, those homicides are drug-related. So the surge in violence over the last half-dozen years is, at least to an important degree, a surge in drug-related violence. As we said, the quantities of drugs used and transshipped have not changed much over those years. What largely changed was Mexican drug policy, specifically the abandonment of a long-standing laissez-faire policy toward trafficking. Critics of “the Drug War” seize on this to claim that the deaths are caused by drug policy, not drug use. That is an unproductive rhetorical game. Drug-related violence is the simultaneous product of the interaction of a variety of forces and dispositions, and efforts to intervene and change amounts of drug use will often also affect other components of that system of interaction.

Because drug policies can influence the amount of crime caused by drug use and drug distribution as much as they can affect the volume of drugs distributed and used, it is very difficult, statistically, to properly measure the drug attribution that is solely the result of drug use and distribution, independent of the drug policy context. Thus, unlike health interventions that target a health outcome by targeting risk factors (higher cigarette taxes to reduce smoking; exercise to reduce obesity), many drug policy interventions aimed at reducing drug use also have a direct effect on crime. This important contextual effect of drug policies on use and crime is reflected in Figure 3.4.

Moreover, what makes the effect of drug policies even more complicated (and less universal) is that there is no reason to imagine that the change in crime associated with a given change in drug distribution and use would be the same across all types of interventions that produce that same change. A prevention program that reduces illicit drug use by 10 percent will not have the same effect on crime as a supply-side intervention that raises the price enough to reduce illicit drug use by the same amount. The prevention policy will decrease drug use and spending by the same proportion, while the supply-side strategy creates higher prices, so spending—and spending related crime—falls by less than drug use. This means the impact on crime of a 10 percent reduction in use is not universal; it depends markedly on which policy interventions are used to produce that reduction. This is a very important and frequently ignored conceptual issue when thinking about the utility of DAFs.
Figure 3.4
A Simplified Model of the Relationship Between Policy, Drug Use, Drug Markets, and Crime

Indeed, any DAF that is estimated by empirical methods that can truly establish causality because they exploit historical variation in something that affects drug use and controls for other factors is really creating an estimate specific to that source of exogenous variation. And while the inmate–survey-based DAF is estimating something that is independent of the complexities of any real intervention and is more consistent with how most people think of DAFs, it depends entirely on the offenders’ own attributions and/or ad hoc assumptions, such as the assumption that 10 percent of crimes committed under the influence should be viewed as having been caused by the drug use.

This picture highlights that policy itself is an important part of the overall societal context that affects the DAF. This interconnectedness is not unique to drugs-crime attribution fractions. The number of smoking-attributable deaths from lung cancer is influenced by the extent of health insurance coverage and the sophistication of medical treatment available, which are both aspects of health policy. Likewise, alcohol-attributable premature deaths associated with drunk driving can be cut by reducing drinking or by raising the safety standards of cars.

However, how much crime is jointly determined both by participants (users and distributors) and policy is hard to dismiss in the case of illegal drugs. Caulkins et al. (1999) used some heroic assumptions to guess that five-sixths of cocaine-related crime was economic-compulsive or systemic and, hence, driven more by cocaine dollars than by cocaine intoxication. Yet spending
is very much a function of price, which we, in turn, believe is affected directly by supply control policies and programs.

So the DAFs are really all conditional on drug policy being what it is today, and that is problematic when trying to use DAFs to estimate how a policy change would affect drug-related crime. Even with a perfect estimate of how much crime is drug-attributable today and the guarantee that a given policy change would cut drug consumption by 10 percent, it would not be valid to assume that program would reduce drug-attributable crime by 10 percent, because changing the policy changes the conditions for which the DAF applies.

To conclude, there is not just one DAF for drug-related crime.

3.5. Conclusions

More than thirty years ago, a team of researchers developed a sensible first approximation of the amount of crime that can be causally attributed to drug use. Fast-forward to today and we have witnessed a series of incremental improvements but no fundamental rethinking of how one might construct a measure (or measures) of the amount of crime that is drug-involved. Among policymakers, there is demand for a (large and apparently precise) number quantifying how many crimes can be blamed on drugs. But scientists and stakeholders have not expressed sufficient interest in critiquing that number’s foundations or providing an alternative expression, leading to stability in the methodology for constructing DAFs that has spread internationally and created a false illusion of reliability.

It is crucial to recognize that the real problem is not the existence of the DAFs or how they have been historically measured as much as it is the non-existence of complementary measures that could, along with the DAFs, paint a more comprehensive picture of how much crime is drug-related. Thus, the DAFs do serve a role and provide insight, but it is important to recognize explicitly what aspects of the problems they can help us to understand and what aspects of the problem they completely miss.

Throughout this chapter, we highlighted considerations that undermine the ability for a single DAF, as adopted from the health field, to adequately summarize the full relationship between drugs and crime. Thus, science should push forward with a new approach, one that could supplement what is known from currently constructed DAFs and fill in some important blanks.

In the next chapter, we propose one such approach that relies not on a single number to describe the overall impact of drugs on crime, but on a set of complementary indicators that together tell a story of how the current stock and flow of drug users and suppliers influence crime in a given area at a given point of time. A refined (or incrementally improved) measure of the currently constructed DAFs remains a central piece of that approach. This is because such a measure has been used and appreciated by policymakers for decades. But understanding what the refined DAF actually captures and misses is vitally important to convey, so the remaining
chapters will lay out our vision for refining this measure and show its utility for understanding a relevant piece of the relationship between drugs and crime.
4. A Path Forward for Policymakers

4.1. Introduction

The previous chapter identified conceptual challenges associated with constructing a single number based on DAFs to describe the entire drugs-crime relationship. Even if DAFs could be estimated for each single drug and type of crime and then aggregated, that sum would still not be sufficient, because the relationship between drugs and crime is not linear; there is no universal mechanism through which use and/or distribution always affects crime by a certain amount. It instead highly depends on time, place, and setting. The fact that these DAF metrics are an incomplete representation of the complex drugs-crime relationship does not mean that they are useless for understanding aspects of drug-related crime. Indeed, we believe it is quite the opposite. They, or improved versions of them, can provide a useful understanding of a piece of the relationship, but we then need to understand how this piece fits in with the whole picture.

In the following pages, we sketch out a conceptual framework, or roadmap, for thinking about the various types of marginal and average DAFs estimated in the literature and what part of the total drug-attributable crime these measures might represent. The goal is to allow readers to better understand what information is actually contained in the literature and, perhaps more importantly, which information is not. Thus, the framework explicitly considers some of the concerns raised by critics of previous work that used DAFs to better understand the cost of drug use and drug distribution (e.g., Reuter, 1999; Cohen, 1999).

After describing this framework, we show where previous estimates might fit (if refined) into it. We then discuss the utility of tracking certain aspects of marginal or average DAFs, noting how they can change over time due to many factors (e.g., change in the types of drugs used, aging cohorts, policy, etc.). We explicitly consider the question, “What is it that we need to know from a policy perspective?” and whether imperfect information on aspects of the relationship, reported consistently over time, can provide useful knowledge about how drug use and drug markets are influencing crime. It is in addressing this final question that we introduce a possible approach going forward: a Drugs-Crime Dashboard.

4.2. A Framework for Thinking About Measuring the Drugs-Crime Relationship

Goldstein’s tripartite model (1985) describes three types of crimes—psychopharmacological, economic-compulsive, and systemic—to which drugs contribute directly. Others, building on this work, have identified additional mechanisms through which drug use might influence crime—including victimization, corruption, and white-collar crime—although none of those mechanisms have been captured in the usual DAFs. And, of course, there are crimes that are
entirely the result of how/where the drug gets used, such as DUIs or having a drug near school grounds (Pernanen et al., 2002; MacCoun, Kilmer, and Reuter, 2003; Kilmer and Hoorens, 2010). As mentioned in the conclusion to Chapter Two, inadequate or non-existent data make it difficult to empirically assess causal mechanisms, even for some of the contemporaneous relationships suggested by Goldstein and other researchers who have extended his work. We also know from Chapter Three that, even with these extensions, the Goldstein framing still stresses *temporally proximate* effects and so misses important lagged mechanisms through which drug use can influence crime, including environmental factors, social contagion, and long-term dependence.

In a sense, Goldstein’s tripartite categorization is most useful when confronting a crime known to be drug-related and when the goal is to understand what it was about the drug involvement that led to the crime. For example, was it intoxication, the user’s need for money, or the dealer’s activities that led to the offense? Goldstein’s categories are not meant to provide an algorithm for determining the total amount of crime caused by drug use in the sense that the crime events would not have transpired had the drug never existed.

So our goal is not to displace, let alone dispute, the valuable perspectives offered by Goldstein and others. Rather, our objective is to develop a complementary model that supports more comprehensive thinking about the mechanisms through which drug use influences crime, the possible metrics that can be used to capture those mechanisms, and the mechanisms that remain less understood or unmeasured.

With this goal in mind, we return to an alternative version of the previous chapter’s conceptualization of the relationship between drugs and crime, depicted below in Figure 4.1. There are several things to note in this conceptualization. First, like the conceptualization in Figure 3.2, it emphasizes that direct and indirect (through various past stocks) causal pathways are both important. Extended drug use clearly influences an individual’s consumption capital stock (meaning the development of chronic use patterns and/or dependence), and this effect on the consumption capital stock can influence the need to engage in crime (to support one’s habit) or willingness to engage in crime (e.g., a reduction in the stigma associated with crime because of a change in peer groups, or perhaps neurochemical changes caused by repeated exposure to drugs). Drug use and distribution can also influence other stocks, including an individual’s human capital stock or, in simpler terms relevant here, employability. This too can happen through a multitude of avenues. Drug use and/or selling can produce a criminal record that impairs the ability to get certain types of jobs. Alternatively, drug use or selling could cause someone to drop out of school or fail to uphold job responsibilities, thereby limiting his/her employment options and the amount of income s/he can earn. These sorts of drug-related reductions to human capital formation can generate indirect pathways through which prior drug activity influences the need to engage in crime today.

Social or relational capital is another important stock that can be degraded, particularly by ongoing drug use. Drug abuse can lead some users to abuse their friends and families—
sometimes through physical abuse and sometimes by abusing their trust. We can examine this phenomenon through a scientific lens, but all too many people have witnessed it personally. Money is borrowed but never repaid. Promises are made and broken. Things are said that would have been better left unsaid. An extended period of dependence can leave a user with family whose patience has been pushed beyond the breaking point and with few friends not too deeply involved in drugs themselves to offer useful support.

Another attractive element of the conceptualization in Figure 4.1 is that it highlights the non-universal character of the relationship between drug use and crime. While there is a direct association between drug use and distribution and crime, the policy environment and the capital stocks clearly mediate these relationships (through the additional policy context shown in the grey shaded box). Thus, the point that any direct relationship between drug use and distribution and crime must explicitly account for the role of the policy environment and capital stocks to be accurate—and that those variables can change from population to population and place to place—highlights that there cannot be one universal estimate of the role of drugs on crime.

**Figure 4.1**

The Mechanisms Through Which Drug Use and Drug Distribution Might Influence Crime

4.3. Where Previous Estimates Fit into This Framework

Numerous scientific studies evaluated in our literature review (see Appendix A) attempted to estimate specific pathways identified in our conceptual framework. Economic studies that focus on identifying the marginal effect of current drug use on current crime attempt to identify the relationships represented by the red arrows and “βs” in Figure 4.2. Embedded in a given data set employed for identification is a specific policy setting (state or city), a specific time period, and a
population with varying levels of capital stocks (all indicated as grey arrows). In essence, what most econometric studies do is try to hold these policy and past stock variables constant through policy controls as well as fixed time and individual effects, so that the marginal effect obtained from them provides a direct estimate of “β.” A study by DeSimone (2001), described in more detail in our literature review, provides a good example. DeSimone used cocaine price as an instrument for cocaine use in 29 U.S. cities, controlling for other characteristics and using year-and state-level fixed effects. He found that an increase in cocaine use was associated with an increase in six of the seven index crimes.

Figure 4.2
Contribution of Econometric Studies Examining Contemporaneous Relationships

Importantly, however, a different study using a population with different capital stocks (e.g., youth versus adults) or different policy environments (e.g., stringent versus lax drug enforcement) could legitimately estimate a very different marginal effect of drug use on crime. For example, while Stuart et al. (2008) found that the use of stimulants (typically cocaine) on a given day was associated with intimate partner violence (IPV) later that day in a sample of individuals arrested for IPV, Jaffe et al. (2009) found no association between crack cocaine use and IPV among participants recruited through an HIV program. While both studies were looking to identify the link between the same drug and the same crime, the effect was different in different populations, and perhaps the difference in the capital stocks explains the difference in

12 Index crimes include murders and assaults, larceny, and other property crime, so systemic crimes are included as well.
results. Thus, it is not surprising that the estimated marginal effects (or $\beta$s) vary quite a bit from study to study.

Epidemiologists and criminologists examining criminal careers have focused more explicitly on the role of early drug use on capital stocks and how that influences the concurrent relationship between drug use and crime. A good example described in Appendix A is a study by Ford (2005). Ford used three waves of data from the 1979 National Longitudinal Survey of Youth in a structural equation model that examined the impact of early drug use and early delinquency on later drug use and later delinquency. The model indicated that early marijuana use and other illicit drug use were associated with later delinquency. Additionally, the model indicated that the mediating pathway by which drugs had this effect was through disrupting family bonds. A second example by Green et al. (2010) finds a different mediating pathway using propensity score matching. In matched groups of African Americans in Chicago entering first grade in 1966, heavy marijuana use in adolescents was associated with crime, with education as a potential mediating pathway.

Some longitudinal studies evaluate how early dependence or chronic use of a drug influences subsequent criminal behavior (indicated in Figure 4.3 by the red arrows, and estimated coefficients “$\delta_1$”) or how drug use today, influenced by early involvement in crime and/or drug use, is associated with crime today (indicated by the green arrow and “$\delta_2$” in Figure 4.3). Because of their explicit consideration of the impact of levels of capital stocks on current drug-use decisions, the effect of concurrent drug use on crime estimated from them is significantly reduced when compared to estimates of “$\beta$” obtained from econometric studies (specified above).
Empirical methods, including propensity score methods, instrumental variables (IV) techniques, and regression discontinuity approaches, attempt to overcome the fact that people cannot be randomly assigned to different conditions, but to some degree these studies are always bounded by time and place (and the policies in effect and being enforced at that time and place). Thus, the estimates generated from these studies, rather than reflecting a precise, universal relationship, are always reflecting the social, physical, and temporal environments in which the population studied is being evaluated.

Moreover, because of the nonlinearity in the relationship between drugs and crime, the studies are also reflecting a shifting relationship over time, shifting partly because of changes in the overall prevalence of specific drugs of abuse over time (e.g., the heroin epidemic in the 1960s, cocaine epidemic in the 1980s, and methamphetamines epidemic in the late 1990s and early 2000s). Given the late stage of the cocaine epidemic we are in today, the popularity of cocaine as a drug of choice among youth and young adults—who are the main demographic engaging in various forms of crime—is low. Hence, the same decline in consumption today (say a 5 percent decline in use) would not have the same impact on crime as a 5 percent decline in use at the height of the epidemic. These are the sorts of social and environmental factors that reinforce the non-universal nature of the relationship just described.

In light of these issues, it is not surprising that a range of estimates emerge from each of the literatures attempting to identify the relationship between drugs and crime. Moreover, because of the particular lens used to approach the analysis (the controls included and methods employed),
various estimates emerge. But the figures above show that it is not accurate to try to obtain an average effect by taking the simple average of these disparate estimates obtained in the literature. They are, in fact, measuring quite distinct things, and averaging over them ignores the very different dimensions of the problem they try to enlighten.

Similarly, the framework in Figure 4.1 shows how currently constructed DAFs, which rely on responses to just two questions from all offenders arrested and/or incarcerated in a given time period, cannot accurately reflect the total amount of crime truly attributable to drug use or drug markets. In fact, previously estimated DAFs miss critical mechanisms through which drug use might influence crime.

4.4. Dashboards—A Way Forward

For some policymakers, the only application of the single, overarching DAF is to make the point that the amount of drug-related crime is large. But there is in fact much more we know and can say about the drugs-crime connection besides “it’s big.” For example, the evidence of a causal relationship is well established for cocaine and various crime types but not for marijuana (apart from DUI). So, an alternate way to answer the question of “How much crime is drug-related?” is not with a single number, but with a small set of complementary indicators. This approach is so common that its familiar metaphor (a “dashboard”) has become something of a common element in business management. Although businesses are known for pursuing a singular objective (maximizing profits), most businesses do not manage this by following a single metric. Instead, they report to stock analysts a variety of key indicators of performance, including sales, inventory, and costs.

The conceptual framework presented in Figure 4.1, along with recognizing the complexity of the drugs-crime relationship and the limits of current research, brings to the forefront the need to think of a broader set of indicators for describing drug-related crime. Doing so may be more useful for policymakers in that they can better understand the immediate and longer-term effects on the current stock of drug-using offenders.

How does one go about developing a Drugs-Crime Dashboard? Some of the scientific literature conducted thus far hints at potential indicators that could serve as a useful starting point. But to properly construct a list, the objectives must be clear. What specific mechanisms are important to track? Do indicators currently exist for tracking those mechanisms? Should only indicators representing causal relationships be included, or would it also be useful to include measures reflecting correlation that could be better understood with additional science? These are just a few of the types of decisions that need to be considered.

Table 4.1 provides examples of other indicators we could think of from the literature and our own understanding of these mechanisms. But this is truly just a start, with the desired intent of raising interesting ideas rather than settling on specific measures for inclusion. In Chapters Five and Six, we delve deeper into the important details underlying a few potentially valuable metrics.
for inclusion, thereby providing a better understanding of the amount of attention that should be
given to each and every indicator that gets vetted for inclusion. Developing a useful dashboard of
metrics is not as simple as identifying what metrics are available and can be used. It requires an
understanding of a specific goal and determining which of the metrics—when combined—
provide the best understanding of how that goal is being reached.

For the sake of illustration, however, we return to the preliminary list of indicators shown in
Table 4.1. In thinking about metrics of the various ways drug use might lead to crime, it makes
sense to include a measure of the amount of crime committed while under the influence of a drug
or committed for need of money to buy drugs (versions of the DAFs that have been conducted
previously). These are easy ways to capture some of the relationship between crime and current
use (and, to some extent, the past use of those still using and dependent), although not all of this
self-reported involvement should be presumed truly causal.

However, an important limitation of the metrics constructed from the inmate survey
questions is that they are not collected annually. Long breaks in time can occur between surveys.
Thus, information from them can become dated, and knowledge of changing dynamics may be
lost, particularly if these are the only source of information on proximal drug-related crime.
Thus, similar measures will also be valuable, perhaps from arrestees who are part of the Arrestee
Drug Abuse Monitoring Program (ADAM) or some other program in which more frequent data
collection occurs and data can represent local, state, and/or national geographic areas.

Table 4.1
Potential Indicators Capturing Dimensions of the Drugs-Crime Relationship for a Fixed Period of Time

<table>
<thead>
<tr>
<th>Specific Pathway</th>
<th>Possible Indicators</th>
</tr>
</thead>
</table>
| Current Drug Use → Current Crime | • Crime committed under the influence  
                              • Committing crime because of the need for money for drugs  
                              • Drugged driving  
                              • Victims under the influence |
| Policy → Current Use → Current Crime | • Drug possession arrests  
                              • Drug sales arrests |
| Current Use → Consumption or Human Capital Stock → Future Crime | • Crimes committed by former drug dependents  
                              • Proportion of arrestees/inmates ever in drug treatment  
                              • Crimes committed by former drug offenders  
                              • Lab seizures (policy)  
                              • Lab explosions (environment) |
| Policy → Community Stock → Current Crime and Drug Use | • Proportion of weapons seized from drug offenders  
                              • Proportion of assets seized from drug offenders  
                              • Vacancy rate/property values in active drug market neighborhoods |

Table 4.1 also provides examples of other indicators that might help capture additional
avenues through which drug use can impact crime. For example, drug sales and drug possession
arrests are crimes because they are defined as such. While we would not expect large changes in
this policy, changes such as the decriminalization of possession could lead to differential rates of both drug possession arrests and drugged driving arrests. (If use goes up because of the reduced criminality of drug use, drugged driving could go up while drug possession arrests go down.) Similarly, lab seizures are a function of policy, but it is a policy that can also influence the environment in which drugs are being traded, at least in the short run. Other measures, such as lab explosions, the proportion of weapons seized from drug offenders, and vacancy rates/property values in neighborhoods with active drug markets, can help measure the effect drug use might have on the local environment over time and then how this might translate into future crime down the road (e.g., deteriorated neighborhoods often become targets for gangs or other criminal activity).

4.5. Summary and Conclusions

This chapter describes a framework for measuring the drugs-crime relationship that moves beyond the flawed, single DAF. This should be useful to policymakers who seek a better understanding of these relationships and, ultimately, want to implement policies to minimize the social costs associated with drug use.

This framework does not make the previous research on the drugs-crime nexus obsolete. Rather, the chapter describes how these previous studies, described in Chapters Two and Three, fit into this framework. This not only helps identify gaps in the existing literature but also helps explain why studies about drugs and crimes can come to different conclusions. Indeed, a lot can depend on the levels of the various capital stocks for the individuals and areas being studied.

The chapter concludes with the idea of creating a “dashboard” to help policymakers better understand the drugs-crime nexus. While this is a familiar concept to those in business management, we are unaware of attempts to apply it in this context. However, a dashboard is only as good as its inputs. Therefore, in the next two chapters, we examine a variety of potential inputs that might be tracked within this framework.
5. Improving DAFs Constructed from Inmate Survey Data

5.1. Introduction

The fact that previously constructed DAF metrics are an incomplete representation of the complex drugs-crime relationship does not mean that they are useless for understanding aspects of drug-related crime. Indeed, the data sets from which they are commonly drawn provide valuable information about the role specific drugs have played in an offender’s decision to engage in crime. Thus, we believe that, by making a few simple modifications to these data and the construction of additional indicators from them, useful information about the role current drug use plays in concurrent crime (committed either under the influence or because of the need for money to buy drugs) may be obtained from them. Combining these metrics with other metrics that capture additional mechanisms through which drug use influences crime will provide a much more comprehensive snapshot of the role of drugs in crime today.

In this chapter, we recommend improved methods for constructing DAFs from the inmate survey data that help us narrow in on particular aspects of the drugs-crime relationship. The recommendations stem from a presumed objective to improve our understanding of how much the contemporaneous use of a drug causes crime proximal to the time of its use—an objective that is narrower than what researchers have considered in the past. However, as articulated in the previous two chapters, we believe that such a narrow interpretation of findings from these metrics is warranted because they do not provide useful information about all the different ways drug use can influence crime, as indicated by our framework presented in Chapter Three. The current questions in the inmate surveys only obtain self-reported information from prisoners about drug use during a crime and as a motivation for engaging in the crime leading to their incarceration. Such questions, by design, are not useful for understanding the longer-term implications of drug use on crime or the role the presence of drug markets plays on crime. However, that does not mean these questions are not useful for understanding the role of contemporaneous drug use (or even contemporaneous chronic use) on crime.

In this chapter, we identify some important points, not the least of which are that a large number of dependent/chronic users engage in crime (above those who simply report use at the time of the offense) and that alcohol is an important contributing substance. Indeed, the large occurrence of alcohol use in combination with an illicit substance and the established science supporting alcohol’s independent effect on violent crimes (Carpenter, 2007; Markowitz, 2005) leaves us uncomfortable trying to ascertain how much violent crime can really be attributed to illicit drug use specifically. However, as cocaine, heroin, and methamphetamines are significantly more expensive than alcohol, it seems far more plausible that it is their use that drives crime committed to obtain money for drugs (i.e., property crime).
What does this mean in terms of changes to the previously developed DAFs? Table 5.1 summarizes how our alternative construction of these DAFs for property crimes (discussed below) compares to DAF measures constructed in previous studies (ONDCP, 2004; NDIC, 2011). The table shows that if drug-relatedness were developed from a notion of dependent use rather than simple use at the time of the offense, previous estimates of DAFs would significantly understate the association between drug use and crime. This is because measures of dependent use explicitly capture the impact through past consumption stock on behavior. Higher DAFs would translate to even more drug-attributable crime and higher social costs.

Table 5.1
Possible Attribution Fractions for Acquisitive Crimes from First-Year Inmates Compared to Attribution Fractions from Prior Studies

<table>
<thead>
<tr>
<th>Crime</th>
<th>ONDCP (2004)</th>
<th>NDIC (2011)</th>
<th>RAND estimate (A) for drugs</th>
<th>RAND estimate (B) for drugs and/or a dependent/chronic user</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robbery</td>
<td>27.2</td>
<td>28.0</td>
<td>23.8</td>
<td>51.4</td>
</tr>
<tr>
<td>Burglary</td>
<td>30.0</td>
<td>33.7</td>
<td>29.2</td>
<td>51.0</td>
</tr>
<tr>
<td>MVT</td>
<td>6.8</td>
<td>17.7</td>
<td>19.8</td>
<td>67.6</td>
</tr>
<tr>
<td>Larceny</td>
<td>29.6</td>
<td>38.8</td>
<td>40.5</td>
<td>62.8</td>
</tr>
</tbody>
</table>

We now describe the proposed modifications and our justification for proposing them.

5.2. Focus on New Prison Entrants

Previous studies that have developed DAFs from the inmate surveys constructed them using information on all the prisoners included in the sample. But because most of the inmates sampled in prison have been there for a while, their reports of drug involvement are not representative of offenders who were recently incarcerated. An alternative approach that directly deals with all these problems is to focus instead on constructing DAFs using just the cohort of new prisoners entering prison in the past year. In doing so, one reduces a variety of biases caused by compositional factors that are not reflective of the behaviors of recent offenders.

To see how important the proximity (in time) of drug use to offending is, we examined the 2004 Survey of Inmates in State and Federal Correctional Facilities (SISFCF). These are the same data NDIC (2011) used to construct the most recent DAFs. We compared new prison entrants, defined as those admitted within the last 12 months, to those in prison for longer periods of time. We discovered that about one-quarter of those interviewed in the 2004 wave of the SISFCF were admitted in the past year, nearly 38 percent were admitted within the past 1–5 years, and another 36 percent were there at least 5 years. This distribution of inmates by length of time spent in prison is far different from that of the inmates surveyed in the 2004 SISFCF.

---

The most recent data available for the SISFCF during this project were from 2004. A full description of all analyses conducted with these data is provided in Appendix B. Similar analyses compared the results of the state portion of the SISFCF with the federal portion of the SISFCF and the Survey of Inmates in Local Jails (SILJ) with comparable results after adjusting for the type of crime and age.
of time since admission tells us that any summary statistics generated using the full sample will be heavily influenced by the characteristics of inmates who have been in prison for more than a year. That can lead to a distortion in statistics drawn from these data.

For example, analyses reported in Appendix B of this document show that older cohorts of inmates are more likely to be male (10 percent of the first-year cohort are female, while only 4 percent of the cohort in prison for five years or longer are female). Perhaps more important, if we look at the specific crimes inmates are in prison for, we see important differences in the representation of particular crimes based on cohort. The more serious crimes that lead to longer sentences will be overrepresented the most when sampling on all inmates rather than on recent admissions.

Table 5.2, which shows the primary offense inmates are being imprisoned for, shows that the largest share of inmates in the sample committed to prison for murder/manslaughter, forcible rape, or robbery (the shaded rows) have been in prison already five or more years. The fact that the first-year cohort of inmates represents such a small share of these crime groups means that analyses of the role of drugs on these crimes will largely reflect behavior and associations in the past—not those in the present.

<table>
<thead>
<tr>
<th>Crime</th>
<th>Overall (percent)</th>
<th>0-1 year</th>
<th>1-2 years</th>
<th>2-5 years</th>
<th>Over 5 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Murder/ manslaughter</td>
<td>13.2</td>
<td>3.1</td>
<td>5.3</td>
<td>9.4</td>
<td>25.6</td>
</tr>
<tr>
<td>Forcible rape</td>
<td>3.5</td>
<td>1.3</td>
<td>1.4</td>
<td>3.5</td>
<td>6.0</td>
</tr>
<tr>
<td>Aggravated assault</td>
<td>7.6</td>
<td>7.8</td>
<td>8.9</td>
<td>9.2</td>
<td>5.9</td>
</tr>
<tr>
<td>Robbery</td>
<td>12.5</td>
<td>6.7</td>
<td>11.2</td>
<td>14.2</td>
<td>15.8</td>
</tr>
<tr>
<td>Burglary</td>
<td>8.1</td>
<td>8.0</td>
<td>7.9</td>
<td>8.7</td>
<td>7.8</td>
</tr>
<tr>
<td>Arson</td>
<td>0.5</td>
<td>0.4</td>
<td>0.9</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>MVT</td>
<td>1.2</td>
<td>1.5</td>
<td>2.1</td>
<td>1.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Larceny</td>
<td>3.8</td>
<td>5.6</td>
<td>5.5</td>
<td>3.1</td>
<td>2.4</td>
</tr>
<tr>
<td>Other crimes</td>
<td>49.6</td>
<td>65.7</td>
<td>56.8</td>
<td>45.0</td>
<td>35.5</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>100.0</strong></td>
<td><strong>100.1</strong></td>
<td><strong>100.0</strong></td>
<td><strong>100.1</strong></td>
<td><strong>100.0</strong></td>
</tr>
</tbody>
</table>

Note: Totals may not add to 100 percent because of rounding.

While the differences in age and other demographics are interesting, there are also important differences in the illicit drug of choice. As shown in Table 5.3, the first-year inmates were more likely than full population to report use of heroin and other opiates, methamphetamines/amphetamines, and ecstasy both regularly and chronically. First-year inmates are also more likely to report any drug use, although they are less likely to report use of alcohol and marijuana. Chronic use of methamphetamines in the first-year cohort is as common as chronic use of cocaine in this cohort, which is entirely different from that of the full sample, which heavily reflects those who had been incarcerated for a longer time (for which the chronic use of cocaine
dominates the chronic use of methamphetamines). Given that drugs of choice differ across cohorts and that the scientific literature suggests that there are differences in the role specific drugs play in crime, associations identified from the pooled inmate survey would not paint an accurate picture of the current situation.

Table 5.3
Regular or Chronic Drug Use Among Inmates:
A Comparison of the First-Year Cohort to the All Inmates

<table>
<thead>
<tr>
<th>Drug Used</th>
<th>Regular Use (weekly or more)</th>
<th>Chronic Use (almost daily use or use 20 times a month or more)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overall</td>
<td>0–1 year</td>
</tr>
<tr>
<td>Cocaine</td>
<td>18.2</td>
<td>17.0</td>
</tr>
<tr>
<td>Heroin/other opiates</td>
<td>7.0</td>
<td>7.8</td>
</tr>
<tr>
<td>Meth/amph</td>
<td>10.7</td>
<td>15.0</td>
</tr>
<tr>
<td>Marijuana</td>
<td>36.2</td>
<td>34.8</td>
</tr>
<tr>
<td>Methaqualone</td>
<td>0.8</td>
<td>3.3</td>
</tr>
<tr>
<td>Barbiturates</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>Tranquilizers</td>
<td>3.3</td>
<td>3.2</td>
</tr>
<tr>
<td>PCPs</td>
<td>1.6</td>
<td>1.0</td>
</tr>
<tr>
<td>Ecstasy</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td>LSD</td>
<td>1.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Other drugs</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Inhalants</td>
<td>0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>Any drug</td>
<td>51.5</td>
<td>53.6</td>
</tr>
<tr>
<td>Alcohol</td>
<td>45.9</td>
<td>44.1</td>
</tr>
<tr>
<td>Any drug or alcohol</td>
<td>68.0</td>
<td>69.4</td>
</tr>
</tbody>
</table>

The entry cohort is clearly important, but a related dimension is the age distribution of the inmates reflected by the entry cohort (vis-à-vis the older cohorts who aged in prison). As shown in Figure 5.1, the drug of choice significantly correlates with the age of the offender, even in the first-year cohort, with older offenders being more likely to report cocaine, opiates, methamphetamines, and alcohol use and younger inmates (under 21) being more likely to report marijuana use.

Given the differences in drugs of choice depending on age and the age profiles for specific crimes, it is perhaps not surprising to see that there are important differences in reported use of specific drugs and crime by specific crime category. For example, in the case of murder/manslaughter (Table 5.4), the first-year cohort (shown in Panel B) is more likely to report the use of only alcohol and no illicit drug (37.3 percent) than is the full sample of all inmates (25.7 percent, shown in Panel A). In general, the first-year cohort is less likely to report use of an illicit drug, but those who do are more likely to do so without reporting regular use of alcohol than the full inmate population. Given alcohol’s own independent relationship with crime, these subtle differences in the use of drugs and alcohol can have important implications...
for proportions of inmates believed to engage in crime (in this case, murder/manslaughter) because of their drug use.

Figure 5.1
Drug of Choice by Age Among First-Year Inmates

In light of the demographic differences, the differences in utilization of specific drugs, and differences in the representation of particular types of crimes, we believe that more accurate information of the role of contemporaneous drug use in crime in a given year is best reflected by information reported by those most recently admitted to prison (i.e., in the past 12 months) rather than the full sample.\textsuperscript{14} Thus, all remaining analyses in this chapter will focus on first year inmates unless otherwise specified.

Table 5.4
Percentage of Inmates Convicted of Murder/Manslaughter Who Used Drugs or Alcohol Regularly

<table>
<thead>
<tr>
<th>Drugs–chronic use</th>
<th>Alcohol–regular use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Panel A: All Prison Inmates</td>
<td></td>
</tr>
<tr>
<td>Yes–expensive drugs</td>
<td>8.8</td>
</tr>
<tr>
<td>Yes–MJ, no–expensive drugs</td>
<td>14.1</td>
</tr>
<tr>
<td>Yes–MJ, no–any illicit drugs</td>
<td>12.1</td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>25.7</td>
</tr>
<tr>
<td>Panel B: First-Year Cohort Only</td>
<td></td>
</tr>
<tr>
<td>Yes–expensive drugs</td>
<td>6.9</td>
</tr>
<tr>
<td>Yes–MJ, no–expensive drugs</td>
<td>7.5</td>
</tr>
<tr>
<td>Yes–MJ, no–any illicit drugs</td>
<td>6.6</td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>37.3</td>
</tr>
</tbody>
</table>

\textsuperscript{14}This insight was provided to us during our expert panel meeting held in November 2011, and in particular by comments made by Allen Beck.
5.3. Considering Polysubstance Use

One might think, after reviewing the scientific literature, that the best way to move forward with the inmate survey would be to document the distinct roles different drugs have in association with specific crimes. However, as is evident in Table 5.4, even just for murder/manslaughter, it is clear that there is a huge amount of polydrug use among those who admit being under the influence at the time of the crime. Indeed, as shown in Figure 5.2, more than half of inmates who had used cocaine, heroin, methamphetamines, or other drugs used more than one drug regularly. In light of this polydrug use, it does not seem that a drug-specific approach to looking at drug-related crime will be very fruitful, because it will be impossible to know what percentage of a specific crime to attribute to each drug.

Using the scientific literature as our guide, we decided it was important to group drugs in particular categories. Alcohol was kept separate because of its own independent association with specific forms of crime. Marijuana, too, was separated from the other expensive drugs because of the lack of a finding in the scientific literature of a causal relationship to crime. Cocaine, heroin/other opiates, and methamphetamines/amphetamines were grouped together because they were expensive drugs (and, hence, plausibly associated with income-producing crime) and because they have been studied in the literature. Use of any other illicit drug was grouped in the remaining category. This last group represented a very small percentage of the inmate population because most inmates who used another illicit drug did so in addition to one of the other five drugs mentioned.

![Figure 5.2](image-url)

**Figure 5.2**

Polydrug Use by First-Year Inmates Using Cocaine, Heroin, Meth, or Marijuana

- Red: With other expensive drugs or marijuana
- Blue: Only this drug and no other expensive drugs or marijuana
The term “expensive” merits elaboration. The issue is not price per gram (LSD is expensive in that regard) or price per dose. Rather, the issue is whether most of the demand for that drug comes from people who are spending much of their disposable income on that drug. For example, Roddy’s (2011) sample of heroin users were spending, on average, three-quarters of their disposable income buying heroin. That is the type of circumstance in which economic-compulsive crime would be expected. Cocaine (including crack), heroin, and meth are the three major expensive drugs in the United States, according to this notion of expensive. By contrast, even daily marijuana use is not so expensive, and marijuana users are also, on average, less impoverished. In essence, this grouping broadens the old view, in which heroin was the only drug worth distinguishing as a primary driver of economic-compulsive crime; that old view does seem dated inasmuch as total estimated spending on cocaine/crack and methamphetamine is now many times the estimated spending on heroin (ONDCP, 2011).

Indeed, it is interesting to see the relative importance of specific combinations of substances (expensive drugs alone, expensive drugs with alcohol) and their association with crime in the 2004 first-year cohort inmates (Figure 5.3). Inmates reporting use of expensive drugs in the 30 days prior to the crime are more likely to be involved in income-producing crimes (larceny, motor vehicle theft [MVT], and burglary) than violent crimes. Alcohol alone (without an expensive drug) is more likely to be the substance used by inmates who engage in robbery, assault, and murder.

Nevertheless, the overall takeaway is that about 60 percent of first-year inmates used alcohol and/or one of the three expensive illegal drugs at the time of their offense. The proportion is a little higher for larceny and MVT and a little lower for violent crimes, but it is always a majority and never as much as three-quarters. Marijuana-only users represent a very small proportion of inmates, less than 10 percent for every crime except robbery.

Alcohol clearly plays an important role, regardless of whether the person reports using an expensive drug (cocaine, heroin, meth) or a relatively inexpensive drug (marijuana, others). The only crime for which being under the sole influence of a drug is nearly as common as the use of only alcohol is methamphetamine in the case of MVT. But previous constructions of DAFs ignored the role of alcohol in any of these crimes, which could cause a misinterpretation regarding the role of marijuana in crime, given that it is used so infrequently without alcohol. While trying to attribute specific crimes, particularly violent crime, to drug use rather than alcohol is not a simple task, ignoring alcohol’s role might completely misrepresent the relevance of particular illicit drugs. Nonetheless, for numerous income-generating crimes, the three expensive drugs, when considered alone or with alcohol, play a fairly large role.

5.4. Considering Drug Dependence Rather than Just Current Drug Use

In Chapter Four, we observed that someone who is dependent but not intoxicated may still commit a crime that is caused by their (past) drug use as embodied in their (current) dependent
state. Prior constructions of DAFs from inmate surveys have ignored this important pathway. Understanding how much self-identified dependent users engage in crime can help us better understand how much certain types of crimes can be influenced by fluctuations in rates of dependence in the U.S. population.

**Figure 5.3**

*Use of Expensive Drugs, Alcohol, and Marijuana by Crime Among First-Year Cohort Inmates*

Using information available in the SISFCF 2004, we can identify inmates as either (a) chronic users or (b) dependent users. Both are defined based on self-reported information to specific questions within the survey. Chronic users, as described earlier in Table 5.3, are individuals who report using a drug 20 or more times in the past 30 days. A chronic user may or may not be dependent. Dependent users are typically defined as meeting DSM-IV diagnostic criteria. Only a clinician can make an actual individual diagnosis, but SAMHSA developed a method for estimating the rate of dependence in a surveyed population based on responses to a series of questions that correspond to DSM-IV criteria. They did so for the household population, but we adopt an approach that is similar in spirit for the inmate survey.

---

15 DSM-IV criteria for dependence is defined as a cluster of three or more of the following cognitive, behavioral, and psychological symptoms occurring in a 12 month period: tolerance; withdrawal, or substance use to avoid withdrawal; taking the substance in larger amounts or over a longer period than was originally intended; unsuccessful efforts to decrease or discontinue use; spending a great deal of time obtaining, or recovering from, the substance; giving up important social, occupational, or recreational activities; and continuing to use the substance despite recognizing the role of the substance in contributing to psychological or physical problems (American Psychiatric Association, 2000).
In particular, we define dependent users as those having three or more of the DSM-IV criteria included in the survey questions. The degree of overlap between these two categories can be seen in Table 5.5. The third row of the last column shows that over three-quarters (78.2 percent) of first-year inmates who meet our definition of dependent use also qualify as chronic users, whereas the last row of the third column of the table shows that slightly fewer of the chronic users (67.5 percent) are also dependent users.

It is perhaps not too surprising that there is considerable overlap between those who use a drug chronically and those who are dependent. What is more surprising is how much these different definitions of problem drug users diverge. As we see by looking across the first row, nearly 74 percent of those on drugs at the time of the offense were dependent users (and a much higher proportion were chronic users). However, as can be seen by the first column of the third row, less than two-thirds of those dependent on drugs report being on drugs at the time of the offense and only one-third report needing money for drugs. What this tells us is that the standard criteria used to identify people who committed a crime because of drugs is missing a lot of crime committed by people who are clinically dependent on a drug.

Table 5.5
Overlap Between Different Conceptions of Problem Drug User Populations
Among First-Year inmates

<table>
<thead>
<tr>
<th>Types of state inmates reporting drug use</th>
<th>Alternative Ways to Define Drug Problems</th>
<th>On drugs at the time</th>
<th>Committed crime for drugs</th>
<th>Dependent on drugs</th>
<th>Chronic user of expensive drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Conditional probability that inmates fit alternative definition conditional on row in column A)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>On drugs at the time (n=100,896)</td>
<td>–</td>
<td>–</td>
<td>41.0% (n=41,356)</td>
<td>73.8% (n=74,477)</td>
<td>89.4% (n=90,158)</td>
</tr>
<tr>
<td>Committed the crime for drugs (n=54,613)</td>
<td>75.7% (n=41,356)</td>
<td>–</td>
<td>–</td>
<td>78.9% (n=43,098)</td>
<td>83.6% (n=45,674)</td>
</tr>
<tr>
<td>Dependent on drugs (n=118,029)</td>
<td>63.1% (n=74,477)</td>
<td>36.5% (n=43,098)</td>
<td>–</td>
<td>78.2% (n=45,674)</td>
<td></td>
</tr>
<tr>
<td>Chronic user of drugs (n=136,659)</td>
<td>66.0% (n=90,158)</td>
<td>33.4% (n=45,674)</td>
<td>67.5% (n=92,292)</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Note: Survey weighted totals are indicated by “n” and given in parentheses.

In Figure 5.4, we examine how much these different conceptualizations of problem drug use affect our understanding of drug crime. Focusing on inmates who reported committing their crime for drugs or to obtain money for drugs overlooks a large portion of inmates who could be considered problem drug users, using different conceptualizations of problem drug use. For purely income-generating crimes such as burglary and theft, there are almost as many problem drug users who did not report committing the crime for drugs as there are who did report it. For more violent crimes such as murder/manslaughter and assault, the number of crimes that could be associated with drug users who are overlooked is far greater. This is not to suggest that any one of these alternative conceptions of problem drug use, either alone or taken together, are
better than inmate reports of drug-relatedness in attributing a crime to drugs. Rather, this analysis highlights that drug crimes have multiple aspects and that multiple conceptions should be used to understand them. Moreover, it is possible that the current questions included in inmate surveys miss a relevant motivation for dependent/chronic users to engage in crime.

Figure 5.4
Alternative Specifications of Problem Drug Use Among First-Year Inmates

5.5. Summary and Conclusions

A careful examination of the 2004 SISFCF data reveals that there are important modifications that could and should be considered when trying to use these data to assess the amount of crime committed by prison inmates that can be attributed to drug use. This chapter highlights three important factors we believe should be accounted for explicitly in efforts going forward.

First, only the first-year cohort of inmates should be used, because this cohort alone is likely to be more representative of the current relationship between drugs of abuse and crime. Cohorts of inmates who have been incarcerated for longer than a year reflect problems and associations of the past, and combining these cohorts with the first-year ones simply confuses the picture of what we can learn from inmates today.

Second, the potential role of alcohol instead of drugs needs to be carefully considered. It is clear from the evidence that alcohol plays a significant role and could perhaps be the driving force behind most of the violent crimes committed by inmates under the influence of an illegal
substance. Alcohol plays a much smaller role in property crimes. Given this, it seems appropriate to give more credence to drug involvement in property crimes than in violent crimes.

Third, indicators of dependent use (which is highly correlated with chronic use) are more valuable measures of the potential role of drugs in crime than is use at the time of the offense, since there is clear evidence from the inmate survey that dependent users are not necessarily high at the time of an offense. The evidence also suggests that it is important to consider what the other motivations are, besides intoxication and/or the need for drug money, for dependent/chronic users to engage in crime. It is very possible that dependent users are in denial of their habit, claiming the need to steal for food or clothing because they used what money they had on drugs.

Of course, there are several problems that remain with this approach. First, these trends reflect the use rates of people arrested, convicted, and committed to prison—not the use rates of all criminal offenders. Thus, to extrapolate findings from inmates to the criminally involved population would require a rather heroic assumption that drug-relatedness in a crime does not influence the likelihood that someone who commits an offense will get convicted and end up in prison. Assessing how patterns observed in these data compare to findings from arrestees (obtained through RAP sheet data, as discussed in the next chapter) may be one useful way to try to assess the relative bias introduced by using inmate data alone.

A second major problem is that this approach does not directly assess how much associations in these self-reports actually reflect true causal relationships. Instead, it merely documents the association. Prior work generally made unsubstantiated, ad hoc assumptions about what percent of these observed associations could be truly causally presumed. Chapters Three and Four describe why, even if we had studies documenting marginal effects for specific places and times, they might not be appropriate to apply to population averages that might be inferred from the inmate survey. So, instead of claiming any sort of causal relationship, we simply report the level of drug involvement by crime and type of user and the tracking of this over time.

While the limitations pose concerns, their significance becomes reduced when these metrics are combined with other measures of drug-related crime, since information contained within them can be cross-validated from other sources, or other data metrics could be shown to help identify potential biases caused by the limitations of these data. Thus, another significant advantage of the dashboard concept is that, depending on the metrics selected for inclusion, it encourages the policymaker to consider more than a single indicator when evaluating drug-relatedness and allows the analyst to help correct distortions caused by using imperfect data.
6. Expanding Indicators to Capture Other Dimensions of Drug-Related Crime

6.1. Introduction

Once we move away from trying to construct a single DAF for individual crime categories and look beyond self-reported information from inmates (whether in jail or prison), there are a variety of rich data sources that can be used to provide insights into the various dimensions of the drugs-crime relationship. While some of these data sources are well known (e.g., the Arrestee Drug Abuse Monitoring (ADAM) Program or the Treatment Episode Data System [TEDS]), others receive less attention in this literature (e.g., Emergency Department data, RAP sheet data).

In this chapter, we review administrative and survey data sources that provide information on various dimensions of the drugs-crime relationship. These data systems each have strengths and weaknesses that may make them more or less ideal for the purposes proposed. In some cases, the only weakness is their limited coverage, suggesting that they might be useful to include in dashboards measuring relationships at one jurisdiction level (e.g., city) but not another (e.g., country), or that they might be good candidates for expanding data collection to more jurisdictions.

6.2. Administrative Arrest Data Systems Capturing Dimensions of the Effects of Drug Use on Offending

Administrative criminal justice data systems are often dismissed when trying to characterize the amount of crime related to drug use because none of the systems include objective measures of whether an offender was under the influence or in need of a drug at the time of the offense (hence the justification for interviewing inmates). Moreover, such systems only reflect those offenders who get caught (a group that may not be representative of all offenders). While these limitations are real, administrative data can still provide valuable information about at least two types of drug-related crime: (a) drug crime that is deemed a crime because of policy, namely drug possession, drug sale, drug manufacturing/trafficking, and, to some extent, drugged driving; and (b) crime that stems from an early career of drug offending. While the former has been discussed in the literature (ONDCP 2004, NDIC, 2011), the latter has been largely neglected.

The Uniform Crime Reports (UCR), which are the most widely used source of information on crime and arrests in the United States, are collected and maintained by the Federal Bureau of Investigation (FBI) and records information on crime and arrests known to the police in approximately 17,000 jurisdictions in the United States. The systematic information collected from so many jurisdictions throughout the United States is what makes this data set so valuable
to researchers and policymakers and why it has received the most attention and use. The UCR contain information directly relevant for measuring the first type of drug-related arrest previously mentioned—arrests made for “crimes by definition.”

However, the UCR data have several limitations that make them less useful even for this purpose. For example, specific details on the type of drug are not reported. Heroin, cocaine, and their derivatives are all grouped into a single category, synthetic or manufactured drugs represent another category, and “other dangerous nonnarcotic drugs” are grouped into a third. The only drug that can be cleanly identified in these data alone is marijuana. Furthermore, DUI arrests are not broken out into those involving alcohol versus those involving another intoxicant. Finally, a hierarchy rule applies to the data, meaning that only the most serious charge is reported in the data. If an offender commits multiple crimes at one time (e.g., stabbing someone while drunk and in possession of a gram of cocaine), only the most serious offense (assault) will be captured in the UCR data. Thus, at best, the UCR data underestimate the total number of status crimes that occur, only counting those for which the drug offense is the most serious crime.\(^{16}\)

The UCR Supplemental Homicide Reports (SHR) are considerably better than the main UCR data because they do, in fact, maintain and collect incident-level data about homicide offenses. Thus, it contains significantly more useful data, but only for understanding drug-involved murders. In addition to containing simple demographic information on the victim and the time and place of the incident, there is a code identifying the circumstances of the crime that includes two vague references to drug involvement: (a) drug crime and (b) brawl because of the influence of narcotics (separate from alcohol). Thus, it is possible to somewhat identify the level of drug involvement in concurrent homicides. Because no information is available about the offender’s history, the files do not provide any information of the long-term effects of drug use on offending.

The National Incident Based Reporting System (NIBRS) is the next iteration of crime reporting, designed to eventually replace the UCR summary statistics. The data in this system also originate from police departments, but the NIBRS reporting system requires more detailed reporting of crimes leading to an arrest, including the identification of multiple offenses, offenders, victims, and characteristics of the offense. Thus, the data can provide a more accurate understanding of the number of crimes that involved drugs (in terms of possession or sale) rather than just those for which drug involvement was the most serious offense. Furthermore, greater detail is collected about the drug and type of drug offense. Types of drug offenses that are broken out include manufacturing, dealing, and possession (each separate). Specific types of substances involved or seized are also reported. NIBRS also contains a field about whether the offender was

\(^{16}\) Status crimes refer to those crimes involving drugs that are a crime because of being defined as such (e.g., drug possession or drug sale). If the policy changed to make drug possession legal, then this would no longer be a crime. But if the policy changed to make drug possession legal, drugged driving would still be illegal. Thus, drugged driving is an example of a non-status drug-involved crime.
under the influence of drugs and/or alcohol at the time of the offense. However, it only reflects the opinion of the officer filling out the report.  

The NIBRS system has two principal drawbacks for the purposes of developing dashboard metrics. First, it is severely limited in the number of jurisdictions represented. As of late 2011, only 25 percent of the U.S. population was covered by NIBRS and data from only 10 states had all jurisdictions reporting to it. Because the coverage is thin, and the program’s expansion has been slow, the utility of these data for monitoring drug crime metrics at the national level is limited. However, it may be quite useful for those jurisdictions that are already part of the system. Second, like the UCR system, the NIBRS data system does not include historical information about the offender, only the current incident. Thus, the data cannot be used to shed any light on the role of previous drug offenses starting a career of crime. 

But such details are available if one goes directly to the RAP sheet data. All policing jurisdictions in the United States collect RAP sheet data and it is becoming increasingly more common to find these data available in electronic format from the state. RAP sheet data have the individual (as opposed to a crime incident) as the unit of observation. Therefore, they contain detailed information not only about the current arrest, adjudication, and sentencing of an individual charged with a specific offense, but also about his/her prior record (arrests, sentences, and time served). 

To better understand how much RAP sheet data might be useful for understanding the direct influence of drug use on current engagement in crime and the role past drug offending might play in subsequent offending, we examined data from a single state, New York. New York was chosen because: (a) it is a state known to contain major drug markets, (b) there is a lot of public information, reporting, and research on crime in the state, and in New York City in particular, so various results could be easily validated using external sources, and (c) it is not yet a NIBRS state and, thus, provided us with a good understanding of the level of detail that might be available in a state that has not yet been encouraged to modify specific data fields.  

RAND received a random sample of arrests from 2004 and 2011 from the New York State Division of Criminal Justice Services for our assessment. Specific details about the crimes included and the samples sent are given in Appendix C. Information available in their electronic system included multiple charge details, counts, and the UCR code for the charges. The New York data set also contained the category of the charge (felony, misdemeanor, etc.), type of

---

17 Michigan, for example, reports that 4.2 percent of its offenders are suspected of using drugs and 3.2 percent are suspected of using alcohol, considerably lower than self-reported estimates from either SISCF or ADAM. 

18 According to information from the Justice Research and Statistics Association (JRSA), New York State is in the testing phase with NIBRS and has two of its 269 agencies collecting additional data elements to test the feasibility of implementing the system statewide (http://www.jrsa.org/ibrrc/state-profiles/new_york.shtml). The Bureau of Justice Statistics reports that $900,000 was granted to the NY State Division of Criminal Justice Services in 2001 to develop a repository so that it can accept data from agencies contributing to the system and convert the New York Penal Code to UCR and NIBRS offense classifications. It is important to note that none of New York State’s five largest agencies are participating in the test.
charge (weapons charge, child victim charge, hate crime), sex offender registry code, and an identifier that allows us to link the individual arrested to prior arrests in the system. Information from the full history file includes gender, date of birth, race, and Hispanic ethnicity. From information on the date of birth and first arrest recorded in the file, it is possible to construct a measure of an individual’s age at the time of his/her first arrest in New York.

We provide in Appendix C a description of various analyses using the New York RAP sheet data. Here, we simply point to some key insights learned from these analyses. First, while it is possible to obtain reasonably good data on status crimes in general from RAP sheet data, and on some non-status crimes like drugged driving, it is not necessarily true that drug-specific crime analyses will be possible. Jurisdictions in New York did not consistently use the available New York Public Health Codes or UCR codes to identify what illicit substance was involved in a particular recorded arrest. Thus, it was not possible to use these data to get a good sense of which illicit substance appeared to be driving particular types of drug-defined crimes. Although marijuana was frequently identified in the arrests, no other drugs were consistently reported across jurisdictions. Therefore, we must presume that it would not be possible to generate drug-specific associations from these data for the state.

A second and perhaps more interesting result is that concurrent drug charges are not common for people being arrested for murder, rape, robbery, assault, larceny, stolen property offenses, and prostitution in New York (Figure 6.1). For none of these arrest charges do we see concurrent drug charges reaching even 5 percent, although there is some amount of variation across primary charges. Even so, it is quite common for people committing these crimes to have a prior drug offense. Indeed, in the case of people arrested for stolen property in 2011 in New York, over 45 percent had a prior drug offense in their record, suggesting that concurrent drug charges alone might significantly understate the role of drugs in overall offending.
A third insight pertains to identification of a data source through which to consider the role of drug offending in starting criminal careers. Although prior drug offending is clearly common, it is not possible to know from Figure 6.1 whether drug offending was the first arrest that got people started down a road of crime or if it was a subsequent arrest. To consider this we must focus on offense charges for the first arrest, as is done in Figure 6.2. First arrests are grouped into one of three categories: (a) only drug offense (which includes possession and sales only); (b) drug offense plus other offense; and (c) non-drug offense. As can be seen in Figure 6.2, very few of those arrested in 2011 for one of our selected crimes (less than half a percent) were arrested only for drugs when they were first arrested. However, at least 30 percent had a drug charge as one of their charges in their first arrest, making it tricky to understand whether drug offenses are important or not. It is possible that these first arrest statistics might also reflect a policing priority of New York State because New York decriminalized marijuana possession (the most common drug involved in drug offending) back in the 1970s. Nonetheless, the data confirm our earlier suggestion that statistics focused exclusively on the impacts of proximal use on crime miss an important intertemporal avenue through which drug use might generate crime.
A final insight gleaned from our analysis of the New York State data is that RAP sheet data are useful for examining trends in drug-related crime over time. In Appendix C, we look at temporal variation in drug involvement by crime in greater detail, but in Figure 6.3 we show, in Panels A through D—murder/rape, robbery/assault, stolen property/larceny, and prostitution, respectively—how prior charges vary by type of crime between 2004 and 2011.

Here it becomes clear that prior drug-involvement can have differing influences on different types of crimes. For example, in terms of the composition of current arrestees for murder or rape, about two-fifths of all 2004 and 2011 arrestees (shown in dark blue) have no prior criminal record. A very small percentage has only a prior drug arrest (shown in light blue), while between 17 and 24 percent have a prior drug and non-drug offense (shown in green). What is interesting to see is that, between 2004 and 2011, the proportion of people arrested for murder/rape with no priors shrunk, while the proportion with a drug prior and/or drug plus non-drug prior grew.

While this suggests that prior drug involvement is becoming more common among those arrested for murder/rape even though concurrent drug use is not, there are other explanations for these findings. For example, it could have been that there was a rise in concurrent drug use but, for some reason, the additional drug charge was not added to the RAP sheet data. It is unknown how often police ignore drug use when making a major arrest. It is possible officers may want to throw every possible charge at an individual. Then again, it may be too cumbersome to document the evidence necessary to include a drug charge along with a major crime charge and, as a result, the drug charge is not included.
The trend is somewhat different for robbery/assault. While murder/rape shows a decreasing trend in the number of people arrested with no prior arrests between 2004 and 2011, arrestees for robbery/assault were more likely to have no prior criminal offenses in 2011 than in 2004. And, in the case of robbery/assault, it is the proportion of arrestees with a drug plus non-drug prior offense that is shrinking the most, suggesting that prior drug offenses may be less important for this category of crime.

We conclude from this analysis that RAP sheet data could be a useful tool for tracking specific dimensions of the drugs-crime relationship contemporaneously and over time. In addition to providing relatively good measures of drug-defined crimes (because no hierarchy rule applies), the case history data is particularly valuable for understanding the role that drug charges have played in other offending. Specifically, it can help us better understand how much drugs play a role in starting criminal careers. It is interesting to see that drug crimes were not the entryway into criminal careers for the vast majority of arrestees in New York State in either 2004 or 2011. However, while not common among all arrestees, early drug charges may still have
important impacts on future crime that will be better understood through monitoring and analysis. Another advantage of these data is that they can be analyzed annually, so it is possible to look at how various associations identified in these data trend over time.

6.3. Alternative Administrative Data Capturing Drug Offending

At least two other non-arrest administrative datasets capture objective information on the role of illicit drug use in proximal crime. The first is the Substance Abuse and Mental Health Services Administration’s (SAMHSA’s) TEDS, which provides consistent data at the local, state, and national level on the number of criminal-justice-referred treatment admissions for illicit drugs. This information, when coupled with information from either the UCR or RAP sheets, may yield useful insights into the amount of crime in which the criminal justice system (a judge or other court representative) deemed drug use played a significant role. What is nice about TEDS is that it captures people at a very early stage in the adjudication process, even before a formal arrest in some states. Booking facilities in some areas can adjudicate specific types of offenders straight to treatment. Moreover, the TEDS data capture drug-involved offenders who are apprehended for a variety of different offenses, not just drug sales and possession charges. Thus, when viewed with other information about arrests for specific offenses, it can provide useful information about the primary substances involved in overall offending.

The TEDS system maintains admission details on up to three substances of abuse, ranked in terms of their primary importance (first, second, and third). Polysubstance users can be identified, as can those who used illicit drugs with alcohol. Thus, the information provides a good sense of how important particular drugs are to offending by tracking the distribution of drugs mentioned in the primary drug code among those referred from the criminal justice system. It is also possible to understand how many of these criminal justice referrals are using one drug versus multiple drugs. Annual reports produced by SAMHSA using the TEDS data include information on primary drugs among criminal justice referrals and information on referrals involving only alcohol versus alcohol and another substance.

A second useful administrative data set, at least for tracking drugged driving, is the National Highway Traffic Safety Administration’s (NHTSA) Fatality Analysis Reporting System (FARS). The FARS provides the most accurate data on drugged driving fatalities known to law enforcement. This data system is a census of all fatal accidents that occur in the United States and are known to police. Data records maintained for each accident event contain information on all parties involved in the crash and details of the environment in which the crash occurred. At least one person involved in the event must die for the event to be captured in FARS. The death does not need to be a driver or passenger in the car—it may be a pedestrian or someone on a bike. As part of the accident record, the police record the presence of alcohol and/or drugs and the method through which drug information was obtained (e.g., blood, urine, or another test). If a drug test was required but denied by the individual, this information is also recorded. Specific
drugs identified in the report include narcotics, depressants, stimulants, hallucinogens, cannabinoids, phencyclidines, anabolic steroids, and inhalants. Police may also report their suspicion of intoxication of non-fatal participants in the accident record. Data from this system can be used to track the number of drug-involved fatalities in a given year, either nationally or at the state level, thus providing a direct measure of how often drugs are involved in accidents and people engage in drugged driving that results in fatalities.

6.4. Survey Data Capturing the Effects of Drug Use on Offending

In addition to the administrative data sources listed above, self-reported information on the use of a drug and participation in crime can be elicited from a variety of surveys. Two surveys that are particularly relevant for tracking this sort of information consistently over time are the Arrestee Drug Abuse Monitoring Program (ADAM) and the National Survey on Drug Use or Health (NSDUH).

The ADAM dataset currently surveys the drug use of men who are arrested in a given quarter in 10 cities throughout the United States. The ADAM survey has evolved from a series of surveys conducted over the years. It began with the Drug Use Forecasting (DUF) program, which collected information from male arrestees in 23 cities from 1987 to 1997. The program was expanded to 35 cities as ADAM/DUF from 1998 to 2003, with a redesign in 2000. The ADAM program was then suspended from 2004 to 2006, and contracted to just 10 sites when it resumed for 2007–2009.

The ADAM program solicits voluntary, self-reported information about drug use from arrestees. Eighty-six percent of participants also voluntarily provide a urine sample. ADAM currently records three offense codes for a large number of crimes, including index crimes, drug crimes (sales, possession, under the influence of substance, and other drug offense), and other offenses; inpatient/outpatient drug treatment history; questions related to abuse or dependence; and additional questions about specific drugs. Questions related to these most common drugs include ever used substances; age of first use; use in the past 12 months; number of days used in each of the months of the past 12 months; number of days used in the past week; number of days used in the past 3 days; and method of consumption. Thus, information from this system can be used to construct and compare measures of self-reported drug use with objective data (urinalysis) to assess how much the arrestee was under the influence at the time of the offense. The main drawback of these data at this time is their limited geographic coverage. Should the program be expanded again in the future, it could be very useful for providing some important comparisons with RAP sheet data, helping us understand how much RAP sheet data can be used to fill in some gaps in drug involvement.

An alternative source of national and state representative samples of self-reported drug-involved crime is the NSDUH. Since 1991, NSDUH (formerly the National Household Survey on Drug Abuse) has been conducted annually with a randomly selected, nationwide sample of
approximately 70,000 individuals aged 12 and older. The survey interviews a new sample every year, thus generating a repeated cross-section of the U.S. population in each year. Starting in 2002, state-representative samples have been drawn, enabling state-specific estimation of substance use prevalence rates for the majority of the states. In-person interviews are conducted in the respondents’ homes, and respondents self-report the use of alcohol, marijuana/hashish, cocaine, crack, heroin, and methamphetamines. Respondents also self-report the use of other types of amphetamines, hallucinogens, inhalants, prescription drugs (general use and specific types), and sedatives. Information is available on the annual, 30-day, and lifetime prevalence of each drug, as well as frequency of use in the past year. Importantly, this survey also identifies individuals meeting DSM-IV criteria for abuse and dependence for specific drugs, allowing researchers to differentiate casual recreational users from more dependent users. Finally, information is also reported on the age of first use, facilitating the construction of measures of new users for each drug.

Information on crime is obtained through a series of questions inquiring about specific types of crimes committed in the past 12 months. Participants self-report whether they have driven under the influence of alcohol or under the influence of illegal drugs; they also self-report whether they have been arrested for driving under the influence of alcohol or drugs, motor vehicle theft, larceny/theft, burglary, aggravated assault, other assault, robbery, or homicide. Finally, participants are asked questions about whether they have been arrested for forcible rape; arson; drunkenness; the possession, manufacture, or sale of drugs; prostitution or other sexual offenses; fraud; possessing stolen goods; or vandalism.

Unlike the ADAM data, the NDSUH has no objective information about drug use and/or crime involvement, since the information is only obtained through self-reports. Thus, prevalence estimates from these data are likely to suffer from reporting biases. Moreover, with the exception of drugged driving, none of the questions ask whether the crime was committed in a manner involving drugs (either under the influence or in need of money to buy drugs). Thus, with the exception of drugged driving, it is unclear to what extent drugs are actively involved in the decision to commit a crime. Furthermore, the underrepresentation of hard-core drug users in this population is likely to further bias any estimates of drug-involved crime toward zero. For all these reasons, these data are unlikely to provide direct evidence of drug-involved crime in most areas, with the notable exception of drugged driving.

There are a variety of other national and state survey data that resemble the NSDUH in that they obtain information on drug use over specific periods of time as well as involvement in crime. These data sets include the National Longitudinal Survey of Youth (NLSY), the National Longitudinal Study of Adolescent Health (Add Health), the Youth Risk Behavior Surveillance System (YRBS), the Behavioral Risk Factor Surveillance System (BRFSS), and the National Epidemiological Survey of Alcohol and Related Conditions (NESARC). However, each of these suffer from the same problem as the NSDUH in terms of the ability to directly identify how much drugs (and/or alcohol) are involved in the self-reported crime that is reported (with the
exception of drugged driving). Thus, while these surveys are useful for identifying associations and may provide reduced-form evidence of causal associations in statistical models, there is no specific indicator that can be tracked from them consistently over time (besides involvement in drugged driving) to identify how much drugs are involved in crime.

6.5. Data Sources for Understanding Drug-Related Victimization

The most useful survey for understanding victimization is the National Crime Victimization Survey (NCVS), which is a large, nationally representative annual survey on victimization in the United States. While the survey allows researchers and analysts to understand the extent to which specific types of crimes are not brought to the attention of the police (e.g., underreported victimization in cases such as domestic violence), it has a variety of limitations in terms of examining the drugs-crime link. One major limitation is that drug involvement is reported based on the victim’s perception of the offender being under the influence at the time of the offense, which may or may not be accurate of true impairment. A second limitation is a lack of geographic identifiers; identifiers are not generally available for public NCVS data. There is one version of the dataset that presents some geographic identifiers for about 40 large Metropolitan Statistical Areas (MSA) for the period from 1979 to 2004, but information on MSAs is not consistently reported after that. A third limitation is a lack of data for cases in which the victim is no longer able to report, particularly the elimination of cases resulting in death.

While the NCVS is the main data source for documenting rates of victimization for the country, it does not contain reliable data on how often the victim is under the influence of an illicit drug at the time of an offense. The inmate surveys do, in fact, ask offenders whether they perceived their victims to be under the influence of alcohol or a drug at the time of the offence. However, this information is just as likely to be unreliable as the victim’s perception of the offender’s use of a substance reported in the NCVS. The NIBRS records information from the police officer on their opinion of drug (or alcohol) involvement in a given incident. These data suffer from similar biases, although police officers are probably far better trained to identify people influenced by drugs than are offenders.

In light of the weaknesses of these survey data, an option is to obtain information from administrative data that capture, for a subset of victims, the involvement of drug-impairment, namely emergency department data. As part of the Healthcare Cost and Utilization Project (HCUP), the Agency for Healthcare Research and Quality (AHRQ) sponsors both a national (NED) and statewide emergency admissions data base (SEDD) that each provide comprehensive data on all emergency room visits in the sample.19 Currently, 27 states provide samples to the
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19 The Centers for Disease Control, National Center for Health Statistics has its own data collection effort—the National Hospital Ambulatory Medical Care Survey (NHAMCS), which is designed to collect data on utilization of emergency department and outpatient services from a national sample of visits to the emergency departments and outpatient departments of noninstitutional general and short-stay hospitals. However, the data do not allow for lower levels of analyses at the state or local level.
SEDD data set and, from these, a nationally representative sample is constructed. The data includes medical record and discharge information for all emergency department visits. From these data, it is possible to use International Classification of Diseases-9 (ICD-9) codes to identify patients who are admitted for an assault, rape, domestic violence, or vehicular accident and who also have evidence of marijuana, heroin/opiates, cocaine and/or amphetamines in their systems. While these data cannot provide a complete representation of all types of victimization caused by drugs, they provide consistent data on a variety of measures that are collected systematically across states and over time. Moreover, they provide a good indication of the most severe victimization, even if it is not reported to the police.

6.6. Other Potential Data Sources to Keep an Eye on for the Future

All the administrative and survey data sources mentioned thus far emphasize crimes that involve the drug user and, to some extent, individual victims. The conceptual framework presented in Chapter Four includes other areas of crime that are still not well represented by the data systems we have discussed. Additional indicators for tracking other important elements of the problem, including drug market violence, neighborhood crime, and impacts on families, are also important to develop. However, data systems for these areas are not as widely available. There are a few potential sources of information, with unknown coverage, but they provide a glimpse into possible avenues for developing indicators in the future depending on how these data systems evolve. We now discuss just a few examples of such data systems, with the hope that future scientists explore the viability of these data sets and others more carefully.

The National Study on Child and Adolescent Well-Being (NSCAW) was a longitudinal study intended to answer a range of questions about the outcomes of children who entered the child welfare system. It included a nationally representative sample of 5,501 children, ages 0–18, who were investigated by Child Protective Services between October 1999 and December 2000 from 92 primary sampling units in 36 states (Barth, Gibbons, and Guo, 2006). Data were gathered from children, caregivers (parents or foster parents), teachers, and caseworkers over a 36-month period and included a clinical assessment of substance abuse and dependence of the caregivers in the sample. Unfortunately, the study has not been replicated on subsequent samples to the best of our knowledge; thus, the data obtained from this sample are now a bit dated. However, should additional data be collected in future years using this model, it would be possible to track for a nationally representative sample of children in contact with the child welfare system who are impacted by their parents’ substance use and possibly their subsequent engagement in crime. This is precisely the type of information we need to understand some of the long-term effects of drug dependence and abuse on crime.

Similarly, there are a variety of data systems maintained by the Drug Enforcement Agency that track information on enforcement activities targeting the supply of drugs, including lab seizures, pharmacy raids, and the like. To the extent that information on such enforcement is
systematically collected for all activities, this information can provide a sense of the number of suppliers that have been detected and directly engaged by law enforcement. This provides information not only on drug status offenses but also neighborhoods and areas affected by aggressive suppliers.

Finally, policymakers interested in tracking the effects of drug markets in their own local areas might be interested in tracking vacancy rates and rental rates in neighborhoods impacted by drug markets. To the extent that these two indicators provide a sense of the dissolution of communities because of drug-related crime, they can be used to track when areas get turned around or start to slip into disarray. Tracking such indicators on an aggregate level (state or national) is likely to provide less direct information because of the amount of aggregation that has to occur. Nonetheless, they might be useful indicators for local leaders.

6.7. Summary and Conclusions

A variety of different data sources exist that provide glimpses of the extent to which drugs are involved in crime. In this chapter, we discussed several administrative and survey-based data systems that capture aspects of the data we believe are necessary to present a fuller picture of drug-related crime. Numerous sources of data provide additional insight into the most proximal links between drugs and crime, with perhaps the most useful being the ADAM, TEDS, FARS, NIBRS, and hospital ED data. However, not all these data have broad coverage. In particular, the ADAM data are now only collected in 10 sites and are not nationally representative. This is perhaps the greatest loss in terms of tracking proximal drug-related crime because of the missed ability to map self-reported drug involvement to objective measures of drug use for a variety of charges. NIBRS is only operational in fewer than half of the states. FARS only captures drugged driving that results in a fatality. ED data only capture victims that require immediate and significant healthcare services. TEDS only partially reflects the willingness of judges and states to divert criminal offenders to treatment in lieu of (or in addition to) incarceration and is also affected by the amount of money available for treatment. Thus, none of these more promising data systems for capturing proximal crime provide good information on all drug-relatedness.

The story is even worse when we look at the data sources available for longitudinally tracking the role of drugs in crime. The most promising data, RAP sheet data, are not uniformly available electronically across all states at this time. However, in those areas where they are, very detailed criminal histories can be analyzed to better understand how much prior drug charges influence the type of crime committed or the subsequent involvement in crime of offenders. Our own analysis of these data suggests that, for the main index crimes we examined, drug offending was not the first crime that got offenders a record in New York. However, repeat offenders are more likely to have drug charges, and, more importantly, these charges are often not the main charges involved. Thus, data systems like the UCR, which use a hierarchy rule for reporting crimes, can grossly understate the amount of crimes that involve drug charges as well.
However, despite their individual weaknesses, our review of these data systems suggests that certain combinations of data indicators may be quite informative in that they provide a more complete picture of the role drugs play in crime. For example, to the extent that RAP sheet data provide information on previous drug charges and when those charges occurred (i.e., what year), one could look at criminal justice referrals from TEDS in those states for those years to see what proportion of those being referred to treatment from the criminal justice system had prior treatment episodes (and, hence, a history of dependence). Thus one could identify how many of those users who are receiving multiple episodes of treatment (and who are presumably more dependent) are reengaging in crime. This would help fill in our understanding of the effect of prior drug involvement on current offending, even if the current charges do not reflect a drug charge.

Similarly, while the FARS data only provide information on fatalities involving drugged drivers, the NSDUH provides interesting information on self-reported drugged driving in general. Together, these statistics can provide a better idea of the prevalence of drugged driving and its impact on society.

Therefore, not all hope is lost. Until better data systems emerge, useful information can still be gleaned from some of the existing data sources we have. We provide an example of how to do this in the following chapter. We also, however, want to highlight here that there are several areas where more work can and should be done to get a better idea of the importance of drugs for crime. In particular, very little information is available on systemic crime beyond that in the UCR homicide reports and the RAP sheet data. We are also unaware of any current effort to collect systematic data on the impact on children of substance-abusing parents who have encounters with law enforcement and on how much these children subsequently engage in crime themselves. It seems particularly valuable to continue to research this important, indirect mechanism through which drugs can impact crime both at present and in the future.
7. The Drugs-Crime Dashboard Prototype

7.1. Introduction

Perhaps the most important contribution of this work is its identification of the conceptual limitations of trying to rely on singular DAFs to describe the amount of crime caused by drug use and drug markets. Fundamentally, even if we had better data and could do a better job of teasing out the amount of crime committed while under the influence that was really the result of drug use, doing so would still not fully describe the role drug use has in crime. There is no such thing as a population-average attribution factor in the case of drugs and crime because the effect of drug use is neither proportional nor universal.

Yet policymakers need information on the impact of drugs on crime and need it presented in a systematic way over time across jurisdictions and the nation as a whole. Such information is vital for evaluating strategies for managing the drug problem and identifying how a proposed solution might influence different aspects of the drugs-crime relationship. We introduced the concept of the Drugs-Crime Dashboard in Chapter Four and discussed the core advantage of monitoring or evaluating policy across a variety of relevant drugs-crime dimensions. After describing how to improve measurement of the effect of concurrent drug use on crime using the state and federal inmate surveys in Chapter Five and discussing several other relevant data sources with useful indicators in Chapter Six, we are now in a position to introduce a prototype of the Drugs-Crime Dashboard.

7.2. Why Call This a Prototype Dashboard?

We emphasize that the dashboard we are about to present is simply a prototype for several reasons. First and foremost, dashboards are decision support systems, so they interact with, and should be customized to, the interests of a particular policymaker or at least a decision’s context. The dashboard that works best for a police chief may be different from the dashboard that works best for the head of a federal agency. A policymaker could mix and match a set of indicators that suits a particular situation or need.

We illustrate this principle with a generic national dashboard indicator but do not imagine that its particular design would be ideal for everyone who might eventually be interested in using such a dashboard. Moreover, our intent was to keep the visual illustration to a single page, when the actual amount of relevant data may take up several times this space. Thus, we would like to encourage the reader to focus on the concept of what is being presented rather than the specific details at this point in time. Alternative decisions about what constructs to capture and further refinement of specific metrics, the data sources used to measure them, and/or how they are presented are possible at a later stage and could be determined through an interactive process.
involving policymakers and researchers (e.g., through a Delphi process). Our goal now is to demonstrate how one would think about constructing a dashboard and what it might include.

Second, we include many indicators in the prototype dashboard that provide a descriptive understanding of drug-related crime rather than only metrics representing a true causal link to crime. This is for at least two reasons. First, the work necessary to identify causal associations for some of these measures has yet to be done. Second, some of these associative indicators, when combined with other associative indicators, can still generate good insight into the nature of how drug use influences crime.

The third reason we emphasize the evolutionary nature of the dashboard concept is simply because the drug problem is not a static problem. Drugs of abuse change considerably over time, and it is hard to predict which drug will pose a problem in the future. For the dashboard to stay relevant, it must stay flexible and adaptable to the changing drug environment and to the data metrics available to monitor it. Thus, not unlike when Barton (1976) and Cruze et al. (1981) introduced the concept of DAFs as a preliminary idea on which future work could be built, we too offer the Drugs-Crime Dashboard as a preliminary construct on which we encourage future development.

7.3. What Should Be Included in the Drugs-Crime Dashboard?

There is no shortage of interesting statistics from which one could develop a series of indicators about the drugs-crime problem and the extent to which drugs are related to crime. Indeed, two of the three appendices attached to this report provide a myriad of supplemental analyses generating interesting statistics worthy of consideration. Thus, the hardest part of developing a prototype is deciding where to start and which statistics seem the most relevant. We made our decision based on the following criteria:

- A dashboard is only effective at communicating information if the statistics are not overwhelming. It is necessary, at least at this stage, to keep the number of statistics represented in the dashboard limited. Additional data included in comprehensive tables might be useful to support these statistics and provide supporting documentation of specific measures, but we emphasized statistics in the dashboard that could stand on their own.
- The statistics captured must reflect the most relevant constructs for policymakers to understand both the contemporaneous relationship between drugs and crime and the relationship over time, given the data currently available.
- The statistics must be able to differentiate crime that is the result of drug use from crime generated by current drug policy.
- The specific measure must be something that can be systematically reproduced consistently over time and measured in a way in which the presumption of causality, even if not explicitly evaluated, is reasonably inferred.

Of course, it is also valuable to consider what issues are of greatest interest to policymakers today. For example, the Obama administration is very concerned about rising rates of drugged
driving and has made it part of its strategic plan to reduce drugged driving over the next few years. Because drugged driving is an excellent indicator of a drug-induced crime (it is not possible to be arrested/convicted for driving under the influence if drugs were not consumed), it is reasonable to add it to the short list of variables to include.

With these criteria in mind—and given the availability and quality of existing data, our knowledge of the drugs-crime literature, and years of conducting drug policy analysis—we settled on a series of indicators that reflect information of drug-induced crime associated with consumption today, persistent consumption in the past, exposure to the criminal justice system in the past because of a prior drug arrest, and drug-induced crime defined by policy.

7.4. The National Drugs-Crime Dashboard Revealed

Figure 7.1 provides a look at our proposed National Drugs-Crime Dashboard. The purpose of the metrics included in this dashboard is to provide a snapshot of drug-related crime at a national level. As such, we restrict ourselves to metrics from data sets that are representative of populations at a national level (e.g., UCR, inmate surveys, TEDS). Each metric allows us to consider specific aspects of the drugs-crime relationship, although all the measures here reflect only proximal relationships given the national data available.

The upper left corner presents some very general information about associations between drug use and crime, first focusing on indicators that represent how much drug-defined crime occurs (sales and possession) and then on indicators that demonstrate the general level of use (drugged driving and referrals to treatment from the criminal justice system). We begin by showing that, in 2010, there were 1.6 million total drug abuse violation arrests in the United States (obtained from on-line data reported in *Crime in the United States*), with approximately 80 percent of those reflecting arrests for possession of a drug and 20 percent reflecting arrests for sale of a drug. We give a bit of depth to this statistic in Panel A, showing its breakdown by type of drug (according to UCR statistics). Here you see that marijuana accounts for nearly half of all drug possession arrests and is the second most common cause of sales arrests. Cocaine and opiates (which are combined in the UCR) have the largest share of sales arrests but only represent about one-third of all sales arrests.

Other general statistics reported in the top left corner of the dashboard provide additional information about both drug use and how much our current drug policies, or the enforcement of these policies, influence user crime. For example, we include information on the number of people arrested for drugged driving and the number of people arrested and referred to treatment

---

from the criminal justice system for use of an illicit drug. While providing a sense of how many users get in trouble with the law, these data also reflect how much law enforcement imposes the law (because arrests for a given crime can go up simply because of increased enforcement, even if use does not change). When decoupled from crime caused by being under the influence of a drug or in need of money to buy a drug, these statistics give a much clearer sense of crime defined as such because of the prohibition on drugs versus crime committed because drug use makes a user commit a crime s/he would not have otherwise. Thus these numbers, when tracked over time, can provide insight to policymakers regarding how well current prohibition is generally being enforced against users and sellers of drugs. Declines in these numbers may indicate a reduction in the number of users (which could be validated with data from NSDUH, ADAM, and other sources) or a reduction in enforcement against users.

Panel B of the national dashboard provides information in the form of a stacked bar chart showing the proportion of first-year inmates who self-report using drugs around the time of the crime, by the type of crime and by the substance they report using. This chart allows us to ask: Which substance(s) are prison inmates who use drugs most likely to have used prior to their last offense: alcohol, one of the “Big 3” expensive drugs, or marijuana? Reading the bar chart from left to right, it shows that 65 percent of all crimes committed by first-year inmates in the 2004 SISFCF involved either alcohol or drugs, with the vast majority of the crimes involving alcohol. Only 13 percent of crimes committed by inmates using drugs involved cocaine, opiates, or amphetamines/methamphetamines without alcohol (labeled “Big 3 Only”). Approximately the same amount of crimes involved these “Big 3” drugs but also included alcohol. There was a small share of crime (about 7 percent) that excluded one of the “Big 3” drugs and alcohol but simply involved marijuana, possibly with another less common substance.

The next six bars in Panel B show how specific drugs differ in their involvement in particular crimes. Alcohol is by far the most common substance involved in murder (the last bar) committed by this first-year cohort of inmates, as indicated by the red and green stacked portions of the bar. Alcohol also played a pretty important role in assault and robbery. However, for larceny, motor vehicle theft, and burglary, the “Big 3” drugs played a more substantial role, being involved in at least half of all the crimes committed by first-year inmates. However, we never see these drugs influencing a dominant share of the crime by this cohort without alcohol. Alcohol is also involved in at least half of the cases involving the “Big 3” drugs for every crime, with the possible exception of burglary. Interestingly, we see that marijuana alone (without alcohol or an expensive drug) plays a relatively important role in robbery for this cohort as well.

The utility of drawing on multiple statistics rather than just one to get a better understanding of the drugs-crime relationship becomes immediately evident when looking at Panel A and B.

---

21 The referrals to treatment data come from SAMHSA’s Treatment Episode Data Set (TEDS) Annual Report and are calculated as the total number of criminal justice referrals minus those that are referred only for alcohol, as referenced in Chapter Five. In the case of those not involving marijuana, the number where marijuana was the reason for the referral was also subtracted.
together. While cocaine and opiates represent one-third of sales offenses and a quarter of possession offenses, they are two of the “Big 3” drugs shown in Panel B that are involved in over half of all larceny, motor vehicle theft, and burglary offenses committed by inmates under the influence of a drug. Marijuana is by far the most common drug identified in drug possession and sales offenses (Panel A), but it plays a much more minor role in terms of being the only drug consumed by inmates committing property and violent crimes. It is difficult to place marijuana in the same standing of the more expensive drugs when seeing that it alone is involved in relatively few of the crimes.

Panel C of Figure 7.1 looks more closely at the involvement of particular illicit drugs in particular crimes using a dot plot. The previous statistics grouped each of the expensive drugs together, so this figure breaks it down for overall crime and the four crimes in which drugs are most frequently involved. Each colored dot tells you what percentage of crime in a certain category involved use of a particular drug. The plot allows us to answer the following question: How important are particular illicit drugs in terms of their involvement in specific crimes? Of course, it does not give you a sense of whether the drug was used alone or in combination with another substance. One can get an understanding of polysubstance use versus single drug involvement by comparing findings in this figure with those in Panel B.

Looking at overall crime in Panel C, (the top dot chart) it can be seen that heroin/opiates (the blue dot) were only used by 5 percent of offenders around the time of committing a general crime, meth/amphetamines (the white dots) and cocaine (the black dots) were used by just over 10 percent of offenders, and marijuana (the red dot) was used by over 15 percent of offenders around the time of committing a crime. Intriguingly, marijuana is shown to be involved in nearly 25 percent of robberies, while the two stimulants, cocaine and meth/amphetamine, are involved in only 15 percent and less than 5 percent of robberies, respectively. Again, if one were looking at this figure alone, one might be tempted to infer from it that marijuana may, in fact, cause crime (despite the scientific literature not finding a contemporaneous relationship). However, when this figure is presented alongside Panel B, it is easier to see that, while marijuana is indeed used by offenders, the use of marijuana alone—without alcohol or another illicit substance—happens far less often. Marijuana alone is involved in fewer than 10 percent of all crimes and fewer than 15 percent of robberies. While it is not trivial, marijuana does not play nearly the role of the other more expensive drugs, as is clearly demonstrated by looking across these two figures.

The information that can be gleaned from Panel C is that methamphetamines/amphetamines use is common among those incarcerated for motor vehicle theft and less so for those involved in robbery and larceny. Cocaine, on the other hand, is frequently used by offenders caught for larceny, burglary, and robbery. Across those acquisitive crimes captured in the dot plot, opiates are most frequently involved in larceny and burglary and less so for robbery and motor vehicle theft. Thus, there does appear to be some sort of crime-specific pattern for drugs such as opiates and meth/amphetamine and more of a general crime involvement for cocaine and marijuana.
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National Drugs-Crime Dashboard Prototype

Drug-Crime Facts Relating Use, Crime and Policy

1,638,846 Drug Abuse Violations Arrests (UCR, 2019)
296,631 Drug Sale/Trafficking/Manufacturing
1,342,215 Drug Possession
10,472 Self-Reported Drugged Driving in Thousands (NSDUH, 2010)
488,228 Criminal Justice Referrals to Treatment Involving Illicit Drugs (TEDS, 2010)
310,913 Non-Marijuana Criminal Justice Referral to Treatment Involving Other Illicit Drugs (TEDS, 2010)
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Drug Involvement in Specific Crimes

Panel D
Intersections of Chronic use (a), Current use (b) and Dependent use (c) among First Year Jennies, 2004

Panel E
Drug Attributions Factors for Those "Under the Influence" and Those "Chronic or Dependent"
Panel D of Figure 7.1 shows the very high degree of overlap in the three self-reported indicators of use among the first-year cohort of inmates, which could be relevant for understanding the importance of crime indicated by traditional DAFs and crime suggested by a DAF based on chronic and/or dependent use: current use (indicated by blue shading), chronic use (indicated by pink shading), and dependent use (no shading). However, it also shows that there is less overlap between dependent use and current use than there is between chronic use and current use (which overlap quite a bit). Further, it shows that chronic use does not perfectly overlap with dependent use; thus the two are not perfectly interchangeable. As our purpose is to try to understand to what extent crime by dependent users not under the influence of a drug at the time of a crime could be important, this graph gives a policymaker a quick sense of whether definitions may be important.

The final graph of the national dashboard (Panel E) presents DAFs created from the 2004 SISFCF for selected income-generating crimes for which the research supports a plausible causal link. The blue bars demonstrate DAFs constructed using the same approach taken by NDIC (2011) but using only the first-year cohort. The red bars show DAFs that include chronic and dependent users who were caught, even if they did not report being under the influence at the time of the offense or in need of money for drugs. These are the same data reported in Table 5.1. Although causality cannot be inferred from any of the information in this graph, the graph shows that chronic and/or dependent users are engaged in nearly twice as much robbery, burglary, and motor vehicle theft as individuals who report being under the influence and/or in need of money to by drugs at the time of the offense. In the case of larceny, the inclusion of crime committed by chronic/dependent users raises the involvement in larceny by more than 50 percent. Thus, crime among dependent users is an important piece of the picture that was not being fully captured in previous formulations of DAFs. When dependent use is considered, estimates of drug-involved crime increase by over 50 percent for every crime category.

Although each of the data points and figures are interesting in their own right, together they tell a more valuable story from which policy implications are more easily drawn than from simple DAFs. First, it is clear that drugs play a much larger role in criminal offending than previously thought, because crime committed by those dependent or chronically using drugs had gone previously unrecognized when those offenders did not report being under the influence of a drug or committing the crime for money to buy drugs. The policy conclusion is that a focus on drug treatment in the criminal justice system, not simply for those caught in possession of or selling drugs but also for those committing more serious offenses, could go a long way to reducing the level of crime overall. Effective treatment would immediately reduce the amount of crime committed because someone was in need of money to buy drugs (either self-reported or not). The longer-term effect of increased treatment on crime will increase over time as the stock of dependent users or ever-dependent users declines.

A second significant finding for policymakers is the importance of alcohol used in combination with drugs. It is clear from Panel B that polusubstance use is very common in this
population, hence any focus on treatment needs to be mindful of not just drug addiction but also the alcohol use. The role of alcohol in combination with these substances may be extremely important, as indicated by the finding that marijuana is involved in a high number of specific crimes (Panel C) but is usually consumed with alcohol (as suggested by Panel B and shown more clearly in Appendix B). Effective treatment needs to address both alcohol and drug use; addressing illicit drug use alone will lead to only very small benefits.

A third insight for policy makers is that focusing on drugs that are involved in sales and possession offenses alone is not a strong indication of the importance of a particular drug in terms of its inducement of crime among users. While marijuana is heavily represented in sales and possession offenses, as would be expected, given the much higher prevalence of its use among the general population, that does not mean it plays a major role in criminal offending. The scientific research does not support such a conclusion, nor does a more nuanced look at the role of particular substances in crime, including alcohol, as shown in Panel B.

### 7.5. A State Drugs-Crime Dashboard Revealed: The Example of New York

Figure 7.2 provides a look at how the dashboard might be applied to state-level data. Importantly, when the geographic focus changes from the nation to the state, additional information becomes available, particularly about arrestees. We present data for New York State and show, in the upper left-hand panel, general statistics on drug-defined crimes as reported in Crime in the United States, the NHTSA’s FARs, and treatment referrals from the criminal justice system reported in TEDS. These statistics are generally comparable to those shown in the national dashboard. Presumably, should this approach move forward, it would be useful to track a subset of indicators consistently over time and across states that can be used to shed light on the overall findings shown in the national statistics. For example, by comparing the total number of drug offenses in New York State to the national number in Figure 7.1, that New York State drug violation arrests represent only 3.8 percent of national drug arrests. That seems somewhat small given the New York State represents 6.3% of the US population.

If we focus just on what can be learned from the state dashboard, the numbers in the top left-hand corner give us a sense of the size of the drug arrestee population in New York and the relative importance of the criminal justice system as a way of reforming drug offenders (in terms of diversion to treatment). Drug offenses represent nearly 20 percent of all arrests within the state, which may indicate intensive enforcement of drug policies or the relative ease of catching drug offenders within the state. Youth represent less than 10 percent of those drug offense arrests. It is difficult to say how important diversion to treatment is in New York State. Criminal justice referrals represent only 8.7 percent of all treatment admissions within the state, suggesting that the needs of people coming through the criminal justice system do not push out other individuals seeking treatment. Tracking these sorts of statistics over time will be far more useful for understanding the use of treatment by the criminal justice system in New York State.
In Panel A of Figure 7.2, we show the percentage of possession and sales offenses that can be attributed to a specific drug. As noted in Chapter Six, the RAP sheet data for New York do not do a very good job identifying the drug involved in possession or sales offenses beyond marijuana. While clearly a less than ideal indicator for this particular state, other states may do a better job of recording this sort of information in their RAP sheet data, so we kept it in as a relevant measure.

Panel B of Figure 7.2 presents the share of arrestees who were either arrested for drugs simultaneously to their current offense (a concurrent arrest) or who had previously been arrested for drugs (prior arrest). The focus is on those arrested for seven mutually exclusive charges: murder, rape, robbery, assault, stolen property, larceny, and prostitution. Not surprisingly, the rates for concurrent drug charges were low for all of these offenses, all hovering below 5 percent. Where we see stark differences across arrest types is in the share of arrestees who had previously been arrested for a drug offense in New York State. Among those arrested for stolen property, nearly 45 percent had previously been arrested for a drug offense. The figures for prostitution and larceny were about 35 percent and 25 percent, respectively. The figure for murder was also close to 35 percent, suggesting that the figures for violent crimes may also be in the same ballpark.

Because it is important to understand how often a drug violation (sales or possession offense) starts a criminal career for some offenders, we show in Panel C the percentage of offenders arrested for the first time in 2011 who were arrested for either a drug offense only, a drug offense plus one of the other major offenses considered in our sample, or only a non-drug offense. It is interesting to see that the proportion of first-time arrestees experiencing a concurrent drug charge (31 percent in total) is substantially higher than that observed for the entire 2011 arrestee population (shown in Panel B). However, the vast majority of those arrested on a drug charge were arrested for something else as well; less than 1 percent of first-time arrestees in New York were arrested simply on a drug violation.

Policymakers can learn two things from the findings in Panel B and Panel C when they are examined together. First, the vast majority of individuals arrested in New York State in 2011 were repeat offenders. In order for 31 percent of first-time arrestees to have a drug charge while fewer than 5 percent of all arrestees have a drug charge, repeat offenders must swamp the sample. Those who are arrested on a drug charge (and we are not separating sales from possession here, but the vast majority of arrests are for possession, as indicated by the numbers in the top left-hand corner of Figure 7.2) are disproportionately involved in subsequent crime, as that is the only way that such high rates of prior drug offenses can emerge in Panel B if the sample of first-time offenders shown in Panel C is representative of a typical first arrest.

---

22 Since it is possible that these individuals may have been arrested for drugs in another state, we should consider these figures lower bounds.
population. However, it would be wrong to conclude that it is just drug arrests that drive future crime, given so few first-time arrestees have only a drug charge (Panel C).

The data shown in Panel D provide additional support for the conclusion that drug violations alone do not drive future crime in New York State. Here we show the mean age of first arrest among offenders apprehended for larceny or stolen property in 2011. Among those arrested in 2011 for stolen property and larceny, a fair share had a prior arrest involving drug charges (also
seen in Panel B), but the vast majority of these arrestees were first arrested for a non-drug charge at an earlier age than for their first drug charge. Similar results can be found for each of the major crime categories included in Panel B (shown in Appendix C). For none of the crime categories in 2011 do we see the age of first drug arrest proceeding the age of first non-drug arrest for the majority of the offenders.

As is also true for many other offenses, Panel E. shows that the vast majority (81 percent) of those apprehended for stolen property in New York State in 2011 were experiencing their first charge for stolen property. Among those being charged with their first stolen property offense, 20 percent had a prior drug offense. However, when we look at repeat offenders, we see the number with a prior drug offense rise quickly, to nearly 70 percent of those experiencing their third stolen property charge. This proportion eventually reaches 100 percent for more frequent reoffenders. Thus, while few arrestees of major crimes in 2011 in New York State had a drug violation starting their criminal career, repeat offenders usually have drugs as part of their long-term arrest record.

Again, by examining multiple pieces of data simultaneously, we have a better understanding of the role drugs play in crime than if we were to rely on a single statistic. Although state-specific DAFs have never been constructed on a state-by-state basis, it is clear that how we understand the role of concurrent drug charges changes when focusing on one metric (Panel B) versus another (Panel C). If only concurrent charges were examined for the entire arrestee population (Panel B), then it can mistakenly be presumed that prior drug offending is what leads people to engage in more serious crime, as anywhere between 20 and 50 percent of arrestees charged with serious crimes in 2011 had a prior drug charge (depending on the crime). However, when looking at charges for first-time arrestees in 2011 (Panel C) it can be seen that very few people are arrested only for drug charges. The vast majority of first-time arrestees are charged with both a drug charge and a more serious charge.

That obviously has important implications for how policymakers interpret statistics reported in Uniform Crime Reports (UCR), which use a hierarchical rule for reporting. Only the most serious charge is included in reports of arrests to UCR. As drug charges are generally viewed as more minor than murder, rape, robbery, assault, stolen property, and larceny (one might quibble with prostitution), UCR statistics vastly understate the involvement of drug charges in other serious offenses. Whether drugs caused these crimes is entirely unclear and cannot be ascertained from these data. However, to the extent that a murder or assault occurred in concurrence with the sale of a drug, one might be able to gain some information about systemic crime.

7.6. Summary and Conclusions

Dashboards are very useful decision support systems that can be customized to meet the specific interests of the policymakers using them. Their applicability to the current objective—to improve the understanding of drug-related crime—is readily apparent when one realizes that
there are multiple proximal and distal mechanisms through which drug use and drug markets influence crime. Proximally, drug use, possession, and sale are defined as crimes and the mere act of doing these generates costs from a criminal justice perspective. Also proximal are the criminal actions drug users take while under the influence or in need of money to buy drugs. More distal individual mechanisms are caused by sustained use of a drug (e.g., the formulation of dependence) and the interactive effects caused by this sustained drug use with the criminal justice system, education and employment outcomes, and social networks. Distal mechanisms might also operate through the sustained effects of drug markets on communities and neighborhoods, reducing the economic opportunities of those living in them. Expecting a single metric, such as a DAF, to reasonably represent all of these mechanisms is unrealistic. Instead, a more useful strategy is one that considers a multitude of measures that reflect different aspects of the problem.

In the prototype Drugs-Crime Dashboards offered in this chapter, we provide an introduction to a few metrics that might be useful for helping to explain some of the more proximal mechanisms through which drug use and drug policy influence crime. The data from New York State seem to suggest that few arrestees in 2011 were starting a criminal career simply because of a drug offense, shedding light on a possible indirect mechanism (the impact of a criminal record caused by a simple drug offense on future employment). This finding for New York State needs to be replicated in other states and examined in other time periods before it can be conclusively interpreted. But it might be a start.

Figure 7.3 illustrates that the current metrics evaluated in this report and proposed for the national or state dashboards capture only a few of the mechanisms identified in our conceptual framework presented earlier. The pink boxes record aspects of the drugs-crime relationship that our analyses and measures seem to cover fairly well, at least as far as existing data go. The blue box represents an area in which we offered some interesting new insights (looking at criteria for dependence among inmates and the role of a first drug charge in repeat offending), but more work in this area is clearly needed. A very fruitful avenue for exploring the extent to which administrative data in arrestee RAP sheets might be used as signals for current or previous dependent use would involve linking the ADAM data and RAP sheet data geographically to better understand the extent to which dependent users are being charged with concurrent drug charges. To make the dashboard even more useful to policymakers, however, serious thought needs to be given to the bottom row of lightly shaded boxes in Figure 7.3. Here we identify the areas of the drugs-crime relationship that we were unable to provide any useful information about. These represent areas that deserve some serious thought, and we leave it to future work to develop metrics for them.
Our objective was not to construct the definitive structure of a dashboard and determine the definitive set of statistics to be included in it, but merely to introduce the concept and demonstrate its potential utility and versatility when used to understand the relationship between drugs and crime. The Drugs-Crime Dashboards can and should be expanded to consider a variety of metrics that we were unable to capture here.

The real power of a dashboard will come by tracking the various indicators contained in it regularly over time. Drugs of abuse change considerably over time, and by examining how crimes change as drugs of abuse change, one can gain good insight as to whether a particular drug that is strongly associated with a crime (e.g., meth/amphetamine use and motor vehicle theft) is really driving that crime or if it is just the drug of choice among a group of offenders who are willing to steal cars and use drugs. Thus we believe an important next step in the development and testing of this concept would be to implement a standard state dashboard for 10 states to report data over a ten-year period. Such an exercise would identify the extent to which given data change a great deal over time (so the relative value of a high-frequency or low-frequency update) and the extent to which specific drug associations identified in one state are consistently reported in other geographic locations. The consistency with which particular drugs are associated with particular crimes across places and over time can lend strong evidence of a real relationship and provide the data necessary to empirically test that relationship.

While we believe it would be useful to test the utility of the dashboard by constructing a systematic version for a set of states, we do not believe that every jurisdiction that decides to use this tool should include all the same elements all the time. For the dashboard to stay relevant, it
must be flexible and adaptable to the specific environment for which it is being used. Many locations are no longer part of the ADAM system, but those that are have an amazing data tool for understanding drug-crime associations in their area. Similarly, many states have electronic RAP sheet data that would enable quick assessment of those arrested from year to year, while a few states only have paper copies or partial electronic data from select counties. However, the dashboard is not just a function of data sets. Other factors may be important to track as part of a dashboard in one area (e.g., methamphetamine/amphetamines in California) that are not relevant in other areas (e.g., methamphetamine/amphetamines in New York). It is reasonable to presume that, if local agencies are interested in developing dashboards to better understand that their own situation, they should do so with the most relevant data they have available to them.

For monitoring the national problem, however, it would be helpful to have a set of metrics that can be systematically presented across jurisdictions consistently over time. That way, knowledge can be gained about how these measures change with changes in the consumption of different substances, changes in law enforcement practices or focus, changes in policy targeting offenders and/or high-risk populations, and changes in other factors that can affect how drug use influences crime.

We hope this work initiates serious deliberation on the main questions of interest to policymakers about the drugs-crime nexus at a variety of levels of government. With those main questions in hand, a serious evaluation of the best metrics available to describe the relationships embedded in those questions can then begin. In some cases, the metrics may not yet exist. However, this too provides insights for policymakers about where future priorities might lie in the support of data collection efforts.
American Psychiatric Association (2000). *Diagnostic and Statistical Manual of Mental Disorders*. Washington, DC.


Revisiting the Causal Link Between Illegal Drugs and Crime:
Evidence from the Recent Literature, 2000-2011
A.1. Introduction

Substance use and abuse have long been linked to criminal behavior. Not only is the possession and use of certain substances illegal in itself, but a strong association linking illicit drug use and a range of other crimes has been identified in a rather substantial literature. When considering the harms of drug use, one of the most concerning is the crime that users impose on others. However, the extent to which drug use or the systems associated with this use actually cause crime is unclear. The people who use drugs may be predisposed to criminal activity due to a range of circumstances. To understand the impact of drugs, we need to identify the extent to which drug use causes (either directly or indirectly) crime.

The standard taxonomy used to describe the nature of drug-related crimes remains Goldstein’s tripartite framework. It describes how drugs can be involved in three types of crime: (1) psychopharmacological crimes, in which the intoxicating effects of the drug (or withdrawal) on the user causes the user to engage in criminal behavior; (2) economic-compulsive (acquisitive) crimes, in which users commit income-generating crime to pay for drugs; and (3) systemic crimes related to the criminal activities surrounding the provision, distribution, and sales of an illegal product (Goldstein, 1985). Others have built on this framework to include the increased likelihood of a user becoming a victim of crime, corruption and white-collar crimes involving the production and distribution of drugs, and substance-defined crimes such as drug possession or driving under the influence (Pernanen et al., 2002; MacCoun et al., 2003; Kilmer and Hoorens, 2010). Scholars have concluded that, although research supports a positive association between some drug use and drug-induced crime (e.g., heroin and property crime), the vast majority of the crime generated by drugs is caused by illegal markets and policy of prohibition (Boyum et al., 2011; Caulkins and Kleiman, 2011).

Determining a causal relationship requires more than just information identifying that drugs were used or involved in a situation. Having marijuana present when driving a car or testing positive via a urine sample does not mean an individual was actually under the influence of the substance while driving. The associations between drug use and crime are even more complicated when they are tied to behaviors like aggression. A large number of unobserved common factors could generate a positive association between drug use and crime regardless of a true causal connection. One such factor is alcohol use; alcohol use is known to be associated with aggression and often co-occurs with drug use. Another set of factors is the personal characteristics that motivate individuals to become involved in both behaviors (Hirschi and Gottfredson, 1988; Fagan and Chin, 1990; White, 1990). Other factors that have been hypothesized to generate the association between crime and drugs include gang involvement (Fagan, 1990); peer effects (Gorman and White, 1995); general problem behavior during adolescence (Jessor and Jessor, 1977); and common environments or situational causes (Skogan, 1992; Fagan, 1993).
There have been many attempts to empirically test for real causal links in a manner that accounts or deals with the possible confounding of alternative explanations. In addition to econometric specifications attempting to identify causal relationships through advanced statistical analyses (Corman and Mocan, 2000; DeSimone, 2001; Degenhardt et al., 2005; Grossman, 2005; Markowitz, 2005; Dobkin and Nicosia, 2009), researchers have used longitudinal analyses following a birth cohort (Fergusson and Horwood, 1997; Baker, 1998), following a sample of users over a period of time (McGlothlin et al., 1978; Inciardi, 1979; Ball et al., 1982; Chaiken and Chaiken, 1982; Shaffer et al., 1984; Nurco et al., 1985; French et al., 2000), and following users in treatment (Bennett and Wright, 1986; Jarvis and Parker, 1989; Parker et al., 1996; Seddon, 2000; Zarkin et al., 2000; Jofre-Bonet and Sindelar, 2002; Gossop et al., 2003; Seddon, 2006). The results have been varied and, in some cases, generated contradictory results, demonstrating that sophisticated methodologies alone are not sufficient for clarifying causal links between illicit drugs and crime. Of course, other factors can also influence results, such as differences in the population examined (e.g., gender, age, socio-economic status, country), the measurement of crime (self-report versus known crimes or arrests), and the measurement of use (lifetime, annual, recent, or heavy/dependent use). Additionally, different substances may be related to different crimes, the effects of which can be difficult to disentangle because offenders often use several substances.

While numerous literature reviews on the relationship between drugs and crime have been conducted (McBride and McCoy, 1982; Nurco et al., 1991; Goldstein, 1997; Parker and Auerhahn, 1998; French et al., 2000; Seddon, 2000; Boles and Miotto, 2003; Hoaken and Stewart, 2003; MacCoun et al., 2003; Bennett and Holloway, 2009), no review that we are aware of has looked exclusively at studies using improved empirical methods and/or data designed to assist with causal inference. This paper attempts to fill that void by taking a careful look at the recent literature (published between 2000 and 2011) that applies these advanced methods and contributes to the existing literature in two important ways: (1) highlighting findings from more analytically rigorous studies emphasizing the identification of causal associations; and (2) examining the findings regarding the drugs-crime relationship based on drug of abuse. Each drug has unique psychopharmacological effects on users that may impact aggression, heighten a sense of paranoia, or alter other psychological factors that may predispose one towards violence. Ignoring the individual pharmacological effects of each substance and analyzing the relationship between drug use and crime by grouping all drugs together leads to ambiguity and imprecision. Findings from such studies will be heavily influenced by whatever the primary drug of choice is for the population being studied (cocaine, marijuana, etc.) and could therefore lead to very different conclusions. Similarly, it is important to consider the influence of alcohol used in combination with particular drugs to better understand the role of the drugs themselves.

In conducting our review, we focused extensively on methods employed, carefully considering methodologically relevant factors such as definitions of drug use (the type of drug and the frequency/recentness of use being considered), the granularity of the observations
(annual data versus monthly data), and the population being considered. By emphasizing these sorts of differences across studies we were able to clarify some apparently inconsistent findings as well as generate broader conclusions regarding the stability of an association across populations with different ages, gender, and other factors.

This appendix is organized as follows. In the next section (Section Two) we describe our methods for identifying relevant studies and the exclusion criteria applied. In Section Three we then present findings from the studies that made it through our filter, emphasizing those findings that pertain to four main drugs (cocaine, heroin, methamphetamines, and marijuana) and the specific crimes they are associated with. In Section Four, we draw conclusions from our review of the literature regarding areas where the evidence supporting or refuting a relationship is greatest and areas where more work is needed.

A.2. Methods

As the literature on the drugs-crime link is wide-ranging, we drew from electronic databases in a number of fields, specifically medicine (PsychInfo, PubMed), economics (EconLit), social sciences (Academic Search Elite, Web of Science), and criminal justice (Criminal Justice Abstracts, National Criminal Justice Research Service). Additionally, we included grey literature in medicine (New York Academy of Medicine Grey Literature Report) and criminal justice (Rutgers Gray Literature Database). Finally, we identified articles from Cochrane Reviews and drug-specific resources (Project Cork, ISSDP, EMCDDA, UK database: Drug Scope). Articles were not limited to peer-reviewed journals. To focus on the most recent articles, we limited our consideration to articles that had been published from January of 2000 through August of 2011. Our consideration was not limited by the geographic location of the study, but was limited to those articles published in English.

![Analytic Framework for Filtering Articles](image)

In each database, a combination of search terms was used to identify specific drugs in combination with specific crimes. Our consideration of drugs focused on those of greatest interest in the United States, notably cocaine, heroin, methamphetamines, and marijuana. Search terms used to describe these drugs included *cocaine, heroin, opiates, amphetamines, methamphetamines, marijuana*, and *cannabis*. Search terms for crime included *assault, battery, robber*, *larceny, theft, homicide, murder, manslaughter, DUI, DWI, and driving*. Articles with
at least one drug term and one crime term in the title, abstract, or subject fields were included in
the initial search results. This initial search identified 7,288 articles. An additional search using
the terms *drug* and *crime* was used to decrease the number of articles that were mistakenly
omitted. This search identified an additional 2,738 articles.

Most of these identified studies were irrelevant to our purposes. An initial screen removed
papers that clearly did not examine a drugs-crime relationship. After this initial screen,
consideration was narrowed to papers that referred to one or more drugs in specific terms rather
than “drugs” or “substances” generally. While there have been methodologically rigorous studies
conducted since 2000 that considered drug use broadly, the lack of distinction between drug
types would have limited our ability to identify drug-specific relationships. This step also limited
consideration to those papers that referred to one or more specific crimes, although “violent
crime” and “property crime” were allowed as general categories. Applying these two screens
reduced the number of relevant studies substantially to 338.

Finally, we applied a quality filter based on the methodological rigor of the study to identify
only papers that provided the strongest evidence of a causal relationship. Among the strong
methodological approaches we included in our review were the application of longitudinal or
prospective designs that also accounted for unobserved heterogeneity; natural experiments,
including those with regression discontinuity designs; instrumental variable and/or reduced form
techniques; and matching methods, including propensity scoring.

Only 34 papers met our minimum quality standards (see Table A.1). Some of these papers
considered multiple drugs, multiple crimes, or both, resulting in a total of 94 drugs-crime
combinations. Cocaine and marijuana were the drugs for which the drugs-crime link was most
commonly examined, followed by heroin and other DSM-IV–recognized opiates, then by
amphetamines/methamphetamines. Similarly, robberies were the most commonly examined
specific offense, followed by theft, which was the most commonly examined non-violent crime.
Violent offenses or measures of aggression were also common, as were general property
offenses.
We considered all of the drugs-crime combinations that resulted from these studies, not just those that identified a statistically significant relationship. As the measures of drug use or their proxies varied substantially from paper to paper and were not presented in terms that could be converted into a single measure of use, we do not attempt any meta-analyses of pooled effect sizes. Instead, we consider each of the findings and attempt to integrate the disparate findings qualitatively.

A.3. Findings

Cocaine

The vast majority of the research on drug-related crime in the United States involves cocaine. Cocaine has been associated with violent crimes, both through its pharmacological effect of increased aggression and the systemic violence associated with drug sales and markets. Additionally, cocaine addiction is associated with acquisitive crime as a means to pay for it—in 2000, chronic cocaine users spent over $200 per week on average for their cocaine (Rhodes et al., 2000). However, the relationship between cocaine and crime depends on context and the kinds of individuals that partake. We find these statements to also be true among the methodologically rigorous papers identified in our review. They present some evidence suggesting a pharmacological effect involved particularly with intimate partner violence (IPV), while other evidence links homicides and gun violence to systemic drugs-crime. Evidence of a relationship between cocaine and acquisitive crimes is much clearer, although not clear enough to provide effect sizes.

Table A.1
Number of Drugs/Crimes Examined in Methodologically Strong Papers

<table>
<thead>
<tr>
<th>Crime</th>
<th>Drug</th>
<th>Total Studies by Crime</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Amphetamine</td>
<td>Cocaine</td>
</tr>
<tr>
<td>Violent (not specific)</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Homicide</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Assault</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Robbery</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Sexual Assault</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Property (not specific)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Burglary</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Theft</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>DUI</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ID Theft</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Total studies by drug</td>
<td>5</td>
<td>16</td>
</tr>
</tbody>
</table>
Cocaine and Violent Crime (14 papers)

Four papers examine issues specific to pharmacological drugs-crime through IPV. There is little reason to believe that IPV is related to economic-compulsive or systemic mechanisms for drugs-crime, isolating pharmacological effects as a potential mechanism. Three of the four papers identified find evidence of increased IPV among cocaine users. Fals-Stewart et al. (2003) found a positive association between cocaine and IPV through respondent diaries. A two-stage hierarchical, generalized linear model was used, nesting Level 1 circumstances of a specific day (including substance use) within time-invariant Level 2 characteristics of the individuals and the relationship. Using these time-invariant controls at the relationship and respondent level, the odds of physical aggression and severe physical aggression were three times higher on days during which the respondent used cocaine, but not opiates or marijuana. These results are limited in that unobserved stressors may have contributed to both the respondent using those substances and committing violence on a given day, but they are also reinforced in that the aggression immediately followed the cocaine use, most often occurring within two hours of use.

A second paper by Stuart et al. (2008) applies a structural equation model to data solicited from people arrested for IPV. This study was limited in that it did not distinguish between cocaine and other stimulants, but it did find that stimulants were associated with IPV for both men and women. Still, the path coefficients were low (0.10), suggesting the correlation between stimulants and IPV is low. The results of the study further show that stimulant use by the victim is associated with IPV at levels almost as high as when used by the perpetrator. El-Bassel et al. (2005) also found an association between crack cocaine use and being the victim of IPV in a study that applied propensity scores to match cocaine users to non-users in a population of women on methadone. They found the odds of becoming a victim of IPV was 4.4 times as high for women using crack cocaine as for non-users, while the odds ratio for powder cocaine was not significant. As drug use is often common to both partners (Fals-Stewart et al., 2003), it is unclear whether this reflects a pharmacological effect or reflects the context in which the victims associate themselves.

Finally, Jaffe et al. (2009) found no evidence that cocaine specifically was involved with aggression in the context of IPV (Jaffe et al., 2009). Using a structural equation model that directly considered aggressive personality in a sample of participants recruited through HIV prevention/testing programs, the authors found that only methamphetamines use was associated with IPV, while alcohol and crack cocaine use were not. These papers provide mixed evidence of a pharmacological mechanism for cocaine-related drug crimes, smaller than that of alcohol but still substantial in several studies. However, we cannot overlook the importance of population demographics and the context of use, even when considering pharmacological effects.

Two additional papers examined the drugs-crime relationship in a way that provides evidence for a pharmacological mechanism. Using variations in cocaine price, DeSimone (2001) and Markowitz (2005) found some evidence that cocaine use causes violence. Prior research has established that drug users are sensitive to price (Grossman and Chaloupka, 1998; Saffer and
Chaloupka, 1999; Caulkins, 2001; Pacula et al., 2001; Williams, 2004) in that increases in price are associated with decreases in use. Approaches using price are the clearest conceptually for identifying crime associated with drug use itself, as drug price would only affect pharmacological offenses through drug use. However, these sorts of reduced-form models are less useful for understanding both economically-motivated and systemic crimes because price can have an independent effect on both these types of crimes (e.g., the higher cost of cocaine increases the need for more money to buy the drug and also creates greater profits for dealers competing for sales territory).

Both DeSimone and Markowitz used the DEA’s System to Retrieve Information from Drug Evidence (STRIDE) dataset for drug prices. While some people have expressed concerns regarding the accuracy of the STRIDE price data (Horowitz, 2001), it can still provide useful information when appropriately applied (Arkes et al., 2008). DeSimone examined these drug prices using a two-stage least squares (2SLS) method, while Markowitz used a reduced-form equation. Both studies also included controls for other substances (heroin and alcohol in DeSimone and marijuana and alcohol in Markowitz) as well as controls for demographics and fixed effects to account for some unobserved variability. DeSimone applied the price data to UCR arrest rates, while Markowitz applied them to reports of victimization in the NCVS. Both the UCR and the NCVS have their limitations. The UCR provide administrative data on reports of arrests that may not match actual crime rates. Also, arrest rates can reflect law enforcement engagement. DeSimone attempted to control for this to some extent with a variable for general law enforcement intensity, but this may not have reflected relative intensity for enforcing one crime type over another. As a victimization survey, the NCVS also has limitations, including respondent biases and the lack of inclusion of both homicide victims and crimes against businesses rather than people. Also, the NCVS may not fully sample populations at high risk for drug-related violence.

Considering the results of these studies together provides some convergent validity to the relationship between cocaine and crime. DeSimone found that an increase in cocaine use, as captured through lower cocaine prices, was associated with an increase in arrests for six of the seven index crimes, including three of the four violent crimes. A 10 percent decrease in cocaine price was associated with an increase in arrests rates of 5.2 percent for homicide, 1.8 percent for rape, and 3.6 percent for robbery, but no conclusive evidence was found of an association between cocaine and aggravated assault. In her initial models, Markowitz also found cocaine use to be associated with victimizations for assault and robbery (homicide could not be examined in the NCVS), but not sexual assault. These effects dropped out when individual-level fixed effects to control for unobserved differences in the victims were included, but it is unclear whether these controls are appropriate; as crime is so rare and individuals report crime in only a small number of cases, individual-level fixed effects may completely subsume any true effect. While there is reason to believe that this evidence is strongest under a pharmacological mechanism for a drugs-crime relationship, systemic or economic-compulsive mechanisms may also be at work.
Cocaine-positive toxicology reports are another mechanism used as a proxy for cocaine use. Messner et al. (2007) and Cerda et al. (2010) both used the rate of test results for cocaine in toxicology reports of fatal accidents of all kinds as a proxy for cocaine use. Compared to using price data, this proxy is not suggestive of any one form of criminogenic effect (i.e., pharmacological over economic-compulsive); however, accident data may have its own limitations as to how well it matches use rates at a precinct level. Messner et al. (2007) applied this proxy to a pooled, cross-sectional time series of precinct-level administrative crime statistics for 74 New York City precincts, with demographic variables and random intercepts also used as controls, and found cocaine use to be associated with homicide rates. When disaggregating the types of homicides, they found this association existed only for gun-related homicides. Messner et al. (2007) did not find evidence that cocaine use contributed to robberies, but whether this reflects limitations in the reporting of robberies in administrative data rather than an actual lack of an effect is unclear. Cerda et al. (2010) looked closer at gun-related homicides using Bayesian hierarchical models. They did not have controls for other illicit substances but did include alcohol use with similar toxicology data. Cerda et al. (2010) found cocaine use was associated with gun-related homicides among the 15–24 year age group, even after controlling for alcohol, and among the 35 and older age group, but not among the 25–34 year age group, for which alcohol was a strong predictor instead.

Another study by Ousey and Lee (2004) also looked at cocaine-positive toxicology reports, but from a sample of arrestees in the ADAM dataset. They applied a hierarchical linear model to 14 years of city-level crime data from the UCR Supplemental Homicide Reports. While one of their measures of use (combined cocaine/heroin arrest rates) is not useful for our analysis by drug, their other measure from arrestee toxicology data found that an increase in cocaine positive tests among arrestees was associated with an increase in the number of homicides among the black population but not the white population.

Other papers may provide stronger evidence for cocaine-related systemic crimes. Grogger and Willis (2000) accounted for cocaine use through the arrival of crack cocaine to 27 U.S. metropolitan areas in the UCR (Grogger and Willis 2000). As a proxy for crack cocaine use, they used the date that crack cocaine arrived in the area. The intuition behind this approach assumes that the timing of the arrival of crack cocaine is driven by macro-level factors and is largely independent of the micro-level factors of city crime rates. The study found a clear association between the arrival of crack cocaine and aggravated assault rates (between 15 and 25 percent, depending on the model). Some models also found a statistically significant association between the arrival of crack cocaine and increased murder rates (up to 24 percent, when statistically significant).

Another paper by Braga (2003) provides context linking this increase in violence to increased gun use. Using a repeated cross-section of criminal-history data, the author identified individuals involved in increased violence during the emergence of crack cocaine in Boston. The increase in violence was strongly tied to a small group of serious youth gun offenders and not to a diffusion
of guns away from street drug gangs. Together, these papers provide some insight into the common understanding that the crack cocaine trade has caused increases in gun-related violent crime.

A majority of the research supports a positive association between cocaine and violent crime. Some of this evidence supports an increase in pharmacological violence, as noted through IPV and studies using price data as a proxy for use. There is also evidence to support systemic mechanisms for increases in violent crimes such as homicides. This systemic violent crime is largely associated with gun homicides related to protecting drug markets in the 1980s and 1990s; the extent to which gun homicides are a necessary or contemporary part of the cocaine market is unclear.

Cocaine and Acquisitive Crime (9 papers)

As discussed previously, DeSimone (2001) and Markowitz (2005) examined drug use using drug prices as a proxy. Using price as a proxy for economic-compulsive crimes, however, can be problematic, as the expense of a drug is determined by both price and quantity, which are inversely related. Quantity may increase when price falls (and vice versa), and whether total expense as the product of the two rises or falls is conceptually uncertain. Thus, estimates of economic-compulsive drug crime using price as a proxy for consumption will understate the effect of drugs on crime. For this reason, DeSimone’s estimates of a 10 percent increase in cocaine price being associated with increases of 3.6 percent for robbery, 3.3 percent for burglary, 1.4 percent for larceny, and 5.8 percent for motor vehicle theft underestimate the true effect to an uncertain extent. At the same time, Markowitz’s mixed evidence as to whether cocaine price has an effect on robbery rates is entirely inconclusive. For these income-generating crimes, estimates based on price should be viewed as conservative.

Looking at other studies linking cocaine to acquisitive crimes may help identify the true effect. Two of the other papers discussed earlier present opposite conclusions. Messner et al. (2007), who used cocaine-positive toxicology reports from fatal accidents, found no link between cocaine and robbery. Grogger and Willis (2000) found that the emergence of crack cocaine in cities was associated with a 7.6 percent increase in burglaries, a 7.3 percent increase in larceny, and a 14 percent increase in motor vehicle theft. Additionally, two other papers examined cocaine only in the context of income-generating crimes. Mocan and Tekin (2005) relied on data from two waves of the U.S. Longitudinal Study of Adolescent Health. The particular data they used examined a subset of sibling and twin adolescents in the mid-1990s. Self-reported data was collected on cocaine use and participation in burglaries, thefts, and robberies. Using a fixed-effects model, cocaine use was associated with an 11 percent increase in burglaries, thefts, and robberies. A second paper, by Uggen and Thompson (2003), also found a relationship in the National Supported Work Demonstration Project dataset, a longitudinal dataset covering a very different time period (1975–1978) and population (inmates, ex-addicts, and dropouts). This data examined criminal behavior in terms of the source of participant income, finding self-reported
cocaine or heroin use to be associated with an increase in illegal monthly earnings. The average amount of self-reported illegal earnings per month was nearly $1000 when adjusted to 2012 dollars.

Three additional papers, all by Degenhardt et al. (2005a, 2005b, 2005c), also provide context for cocaine-related crime. These papers all relate to the Australian Heroin Drought, a sudden contraction of the heroin supply in Australia that began in 2001 in a way that is believed to be exogenous to the country’s domestic drug crime or demand for drugs. While the argument for exogeneity is strongest for heroin, there were secondary effects, as some users substituted increased amounts of cocaine. Additionally, some areas had established cocaine markets, which made the substitution to cocaine easier, resulting in differential rates of substitution. The studies found evidence of increases in robberies and burglary offenses, both in official Australia crime data and in interviews with drug users. Interviews suggested that, while to some extent this reflected a desire to buy heroin at the much higher prices that accompanied the supply shock, it also reflected the high prices of cocaine as a substitute. Additionally, the kind of crime committed depended on the area. Robberies increased more in areas where the substitution of cocaine was easier and more common as compared to areas where the substitution of cocaine was less feasible.

The evidence of a causal association between cocaine and acquisitive crime is clearer than that between cocaine and violent crime. Most of the identified papers provide evidence in support of a link between cocaine and economically-motivated crimes, including burglary, robbery, and theft.

Heroin

Before the crack cocaine epidemic, drug policy focused on the economically-driven crimes associated with chronic heroin use (Preble and Casey, 1969). While heroin can be associated with pharmacological violence (primarily as a side effect of withdrawal) and systemic crime (from drug markets), the highly addictive properties of heroin made crimes intended to finance a user’s habit (such as burglary and theft) the greatest concern. Our literature review reflects this. Only one article examining the link between heroin and violent crime made it through our methodology filter, however. Several others consider the association of heroin and robbery, but we consider this in the context of financing the addiction, where we examine six papers on acquisitive crime.

Heroin and IPV (1 paper)

While there are several useful papers that find treatment (including opioid maintenance therapy) can decrease violent crime (Anglin and Speckart, 1988; Gossop et al., 2005; Havnes et al., 2012), most of these studies did not meet the conditions of our methodology filter. The one paper that did make it through our filter, by Fals-Stewart et al., examines the effect of cocaine, opiates, marijuana, and/or alcohol on IPV in a population of males entering a drug treatment
program (Fals-Stewart et al., 2003). As noted above, this paper found no association with physical aggression on days during which the respondent used opiates at the 5 percent significance level.

Heroin and Acquisitive Crime (6 papers)

Several of the papers identified examine data surrounding the Australian Heroin Drought, a significant decrease in heroin supply that occurred in Australia in early 2001. As this decrease in supply is believed to be exogenous to domestic law enforcement and demand for the drug, it makes a useful natural experiment. In this case, the drugs-crime relationship is established by an economic-compulsive mechanism. In the short term, as the supply of heroin fell, price rose drastically, leading to greater expenditures and an increase in acquisitive crime to generate sufficient income to meet those expenditures. In the longer term, demand for the drug fell, and there was less need for crime to pay for it.

Two of these papers are described in the earlier section on cocaine (Degenhardt et al. 2005a; Degenhardt et al. 2005c). They detail how the supply decrease was associated with increases in robbery and burglary in the short term, as expenditures spiked, but decreases in theft in the long term, as levels of heroin use fell. Both of these conditions are consistent with an economic-compulsive mechanism for the drugs-crime relationship. Another paper by Smithson et al. (2004) also presents evidence that rates of robbery and burglary fell as heroin demand fell over the long term. Using heroin purity data, this study also found that heroin purity fell after 2001, as supplies of existing inventory were stretched. Robbery and burglary rates also fell relative to these decreasing levels of purity.

Chilvers and Weatherburn (2003) also examined heroin use in Australia, but prior to the 2001 heroin drought. They used the annual rate of heroin overdose as a proxy for heroin use and applied this to data to annual robbery rates in New South Wales from 1966 to 2000. They found a significant positive relationship between overdoses and robbery and estimated that a 10 percent increase in heroin use resulted in a 6 percent increase in robberies.

The final two identified studies examining the links between heroin use and acquisitive crime are described in greater detail in the previous section on cocaine. The first, Mocan and Tekin (2005), used a variety of individual-level social and economic controls in a fixed-effects model. The study found that injection heroin use was associated with a 41 percent increase in the propensity to commit burglaries, robberies, and thefts in a longitudinal study of adolescents in the mid-1990s. Uggen and Thompson (2003) identified the amount of income that drug users generated through acquisitive crime. In a sample of ex-inmates, addicts, and dropouts running from 1975–1978, individuals who used cocaine or heroin self-reported their illegal monthly earnings to be nearly $1,000 (in 2012 dollars).

As expected, these studies identified a consistent relationship between heroin and property crimes. One of their major limitations, however, is their minimal consideration of the concurrent
use of other substances, particularly alcohol, making it problematic to presume that the full magnitude of the relationships identified can be attributed to heroin.

**Methamphetamines**

Research on the criminological effects of methamphetamines is much less developed than that of the other three drugs examined. The methamphetamines problem is smaller, more rural, and has less of a history as a significant concern. As a result, methamphetamines have received little attention.

Despite the paucity of research, there are several theories as to how methamphetamines (and amphetamines generally) may cause crime, particularly looking at the physiological effects of increased aggression or loss of impulse control associated with the drug. Five articles on methamphetamines made it through the quality filter of our literature review. The findings from these studies provide inconclusive evidence of any criminogenic effect of methamphetamines.

**Methamphetamines and Violent or Property Crime (5 papers)**

Two papers were identified that use government interventions of methamphetamines precursors as exogenous natural experiments. The first, by Dobkin and Nicosia (2009), examines how a 1995 U.S. government intervention that successfully disrupted methamphetamines precursors affected methamphetamines-related harms in California. Following the disruption, the price of methamphetamines tripled, while purity declined; the authors also identified drops in monthly counts of amphetamine-related hospital admissions, treatment admissions, use among arrestees, and felony methamphetamines arrests, but there was no evidence of a decrease in either property or violent crime in California administrative crime data. Rafert (2009) used a similar approach, but his results are quite different. In his study, Rafert used two interventions as instruments, one in 1995 and one in 1997. Two-staged least squares was used, with the interventions estimating methamphetamines treatment admissions in the first stage, and treatment admissions serving as a proxy for methamphetamines use in the second stage. The resulting dependent variables represent crime rates by county and month drawn from the UCR (NIBRS data are also used as a robustness check). Rafert found that a 10 percent increase in methamphetamines treatment admissions was associated with an increase of 6.3 percent in murders, 7.1 percent in robberies, 3.2 percent in burglaries, 3.8 percent in larcenies, and 6.0 percent in motor vehicle thefts. However, his study suffered from the omission of a key variable that was included in the Dobkin and Nicosia study: alcohol use. A third report by Nicosia et al. (2009) also examined UCR data, using methamphetamines hospital admissions directly, and found an association between methamphetamines and property crimes, but not violent crimes. Thus, these three papers, all using high-frequency data and alternative identification techniques, generate different results. This is perhaps because of differences in the inclusion/exclusion of alcohol or perhaps because two of the studies used national-level data (Nicosia et al., 2009; Rafert, 2009) while one used data for California only (Dobkin and Nicosia, 2009).
Two papers were identified that examined the link between methamphetamines and IPV. Because both of these papers are described in greater detail in the previous section on cocaine, only the relevant findings will be discussed here. Jaffe et al. (2009) found, after applying a constructed model of aggressive personality to a sample of participants from HIV prevention/testing programs, methamphetamines were the only substances still associated with IPV. Similarly, Stuart et al. (2008) applied a structural equation model to a sample of people arrested for IPV, and found stimulant use (including both cocaine and methamphetamines) to be associated with IPV, whether it was used by the perpetrator or his/her partner. However, this study was limited in that it did not distinguish between methamphetamines and other stimulants. These studies provide the most compelling evidence of a causal relationship between methamphetamines and crime, but even they are inconclusive. The methodologically strongest of these papers found no evidence that methamphetamines are associated with crime, while others suggested links to property crime or to crime more generally. More research on methamphetamines-related crime needs to be done.

Methamphetamines and Identity Theft (1 paper)

While methamphetamines have been linked with identity theft in law enforcement, actual evidence of an association is limited. Only one paper examining the link between identity theft and methamphetamines was identified as meeting our methodological criteria. Nicosia et al. (2009) examined Federal Trade Commission (FTC) data on identity theft on a state level from 2000 to 2006 (Nicosia et al. 2009). Two proxies for methamphetamines use were used: emergency room admissions primarily related to methamphetamines and treatment admissions primarily related to methamphetamines. While a linear regression identified a link, the effects were not present in the more properly specified log-transformed model. While this paper’s methodologies met our quality filter, there are concerns regarding the completeness of the FTC data on identity theft. The extent to which there is a causal relationship between methamphetamines and identity theft remains unclear.

Marijuana

There is a long established correlation between marijuana and crime (Dembo et al., 1987; Dawkins, 1997; Baker, 1998). People who commit criminal acts are more likely to use marijuana (Taylor and Bennett, 1999; Makkai et al., 2000), and people who use more marijuana commit more criminal acts than those who use less marijuana (McRostie and Marshall, 2001). But this correlation is not sufficient to support a causal association. Other factors, such as common delinquency factors or other substance use, could drive a spurious correlation. The papers identified in our review provide little evidence of marijuana-related violent crime, either through pharmacological or systemic mechanisms. Evidence in support of property crime is similarly limited. Still, evidence is provided in support of two relevant areas. The first relates adolescent
marijuana use to later criminality, likely mediated through other factors such as decreased family bonds and increased deviant peer networks. The second relates to marijuana-related DUI.

Marijuana and Violent and Property Crime (8 papers)

While marijuana is the most commonly used illicit substance, rigorous examinations of the link between marijuana and crime are rare. One approach is the use of instrument variable techniques. Pacula and Kilmer (2003) proxied marijuana use through changes in marijuana prices to examine the effect on crime as indicated by arrest rates from 1994 to 2000 for 35 counties in the UCR. They found some support for a causal link between marijuana use and property crime arrests, particularly in specifications that included measures of law enforcement intensity. However, the evidence did not support a link between marijuana and violent crime, particularly in models including self-reports of use within the three days prior to the crime and/or at the time of the arrest or models using crime rates rather than arrest rates. Markowitz (2005) found a similar lack of evidence regarding violent victimizations. This study (described in greater detail in the cocaine section) applied an instrument for marijuana use based on punishments for marijuana. The study used two specifications for robustness: an indicator for decriminalization laws and the amount of jail time or fine typically imposed for the possession of small amounts of marijuana. Markowitz found no association between marijuana use and rape/sexual assault or robbery and the limited evidence of an association with assault disappeared when fixed effects were included.

Mulvey et al. (2006) also found no evidence of a criminogenic effect for marijuana in a sample of individuals at high risk of repeated violence drawn from patients presenting at a psychiatric hospital (Mulvey et al., 2006). Using a structural equation model, they found that the likelihood of violence increased in days after using alcohol, but that no increase occurred on the day after using marijuana. This study shares a limitation with several other papers in that the time frame examined for effects does not match the time frame expected for intoxication, calling the results (or lack thereof) into question. Similarly, Arseneault et al. (2000) found no proximal relationship between marijuana and violence. Using a birth cohort in New Zealand, they were able to trace adult violence to substance abuse characteristics throughout their lives, distinguishing groups based on three mental conditions: schizophrenia, alcohol dependence, and marijuana dependence. As expected, violence by alcohol-dependent individuals was best explained by alcohol use before the offense, but violence by marijuana-dependent individuals was best described by juvenile delinquency.

Three papers examine whether marijuana use is associated with IPV. All three of these examine more than one substance and are discussed in more detail in the section on cocaine. The first paper, Fals-Stewart et al., examines the relationship between cocaine, opiates, marijuana, and/or alcohol and IPV in a population of males entering a drug treatment program. As noted above, this paper found that physical aggression among males entering the drug treatment program was not associated with days during which the respondent used marijuana. The second
paper, by El-Bassel et al., did find an association between marijuana and IPV six months later. Clearly this is not a pharmacological effect, but could be due to selection issues or a more long-term drug use trajectory. Stuart et al. (2008) also found an association between marijuana and IPV. It is unclear, however, whether stressors contributed to both the marijuana use and the increased aggression.

Swartout and White (2010) found mixed support for the association of marijuana and sexual aggression such as rape or attempted rape. The data used in the study comprises a set of male college students interviewed five times across their four years of college. Hierarchical linear modeling was used to more fully utilize the longitudinal nature of the data by incorporating both time-variant and time-invariant characteristics at different levels. This approach found that, while the frequency of marijuana use was a strong predictor of the severity of sexual aggression across the sample, the frequency used by a given individual was only marginally related (p=0.072) to their severity of sexual aggression across time periods.

The papers we identified provided little support for a link between marijuana and either violent or property crimes. Those cases in which some relationship was found between marijuana and violent crimes included contradictory or unclear results.

Adolescent Marijuana Use and Future Criminal Activity (6 papers)

A second line of research examined early marijuana use and subsequent criminal behavior over years or decades. Early marijuana use may contribute to the use of other substances, lower educational attainment, or other characteristics that lead to later criminal activity. On the other hand, early marijuana use could be a symptom of underlying problems that may also contribute to later criminal activity. Following subjects over time allows researchers to control for innate and unobserved characteristics in an attempt to isolate characteristics that may contribute to a criminal trajectory.

Arseneault et al. (2000) found evidence of an association between marijuana and a longer-term criminal trajectory, as described in the section on proximate marijuana crime. In their study of the violence committed by individuals with various mental disorders, they found that violence committed by marijuana-dependent individuals was best described by juvenile delinquency.

Observing longitudinal cohorts is one common approach to examining trends in marijuana-related life trajectories. Green et al. (2010) examines a cohort of African-American youth entering first grade in Chicago in 1966. The cohort was contacted again in adolescence, at age 32, and at age 42. Heavy adolescent marijuana users were propensity-score matched with non-heavy users, leaving the two groups similar on important personality traits, family situation, and elementary school adaption and achievement. Using the matched sample as a control, heavy adolescent marijuana use was associated with drug-related and property crime, but not violent crime. The heavy use of marijuana by age 16 raised the odds that an individual would be arrested for a property crime by age 32 by 50 percent (odds ratio 1.5). Fergusson et al. (2002) found a similar link between early marijuana use and later criminal activity using a different longitudinal
cohort that was more contemporaneous but also more distant. The study examined a birth cohort of urban children born in New Zealand in 1977. Using individual-level fixed effects, time-dynamic covariates, and reports of cannabis use at different ages, the authors found early marijuana use was associated with later crime. The association was dose dependent—14–15 year olds who used monthly or more committed crimes at a rate 1.4 times higher than non-users, while those who used weekly or more committed crimes at a rate 2.7 times higher. Weekly use by 17–18 and 20–21 year olds had smaller effects, 0.5 and 0.7 times higher rates of criminality than non-users, respectively. By contrast, Pederson and Skardhamar (2010) found limited evidence for increased criminality among early marijuana users in a longitudinal sample of Norwegian youth. Their study shows only a rise in drug arrests for early marijuana users, not non-drug arrests. However, concerns have been raised regarding the sufficiency of Pederson and Skardhamar’s data and methodology (Farrington, 2010; Bretteville-Jenssen and Rosso, 2011). Still, these three longitudinal studies do present some consistent evidence that early marijuana use is associated with later crime or delinquency, although the exact mechanisms are unclear.

Another approach identified involves applying a structural equation model to multiple waves of data. One study by Mason and Windle (2002) examined a panel dataset of four waves of high school students in the United States using a model that accounted for potential bi-directionalities in substance abuse and delinquency. Their model combined marijuana use with drinking and cigarette smoking to create a latent variable of substance use, a notable limitation of this paper for our purposes. Fitting the model did find that early substance use contributed to later delinquency, and that early delinquency contributed to later substance use. The association between early substance use and later delinquency was moderate ($\beta=0.24$), but it does not decompose the role of marijuana from other substances. Similarly, Ford (2005) applied a structural equation model to three waves of the 1979 National Longitudinal Survey of Youth. Early marijuana use and other illicit drug use were significant predictors of later marijuana use, illicit drug use, and delinquency. Here the association between marijuana and later delinquency was significant but weak ($\beta=0.07$). Early delinquency, on the other hand, was only found to be a significant predictor of later delinquency and other illicit drug use, not a significant predictor of later marijuana use. While both of these papers are limited for our purposes in that they do not distinguish between various types of crimes, they do provide additional evidence of a long-term criminal trajectory associated with marijuana.

The articles examined in our review do provide some evidence of a link between early/adolescent marijuana use and later/adult crime. However, the mechanism by which this occurs is unclear. Much of the resultant criminality depends on the context of place and time and includes effects mediated through other factors.

Marijuana and DUI (3 papers)

A substantial body of research has addressed the effect of marijuana on driving. Papers have examined the incidence of driving under the influence in several ways (self-reports and
substance tests of blood, saliva, and urine), for several populations (drivers generally or in specific contexts, drivers in accidents, drivers in fatal accidents), and for several drugs in several countries (the United States, but also commonly in European nations that collect more information in a standardized fashion). One important strain of research is that of case-control or culpability studies. While these case-control studies do not meet our criteria for strong methodologies and hence will not be discussed below, several good reviews have been done recently and provide some evidence of a causal relationship between marijuana use and motor vehicle accidents based on this literature when acute use near the time of the accident is used as a primary indicator (Asbridge et al., 2012; Li et al., 2012).

Another strain of research examines the extent to which marijuana use impairs driving ability. These studies rarely examine driving in realistic contexts, where adaptive behaviors may compensate for those impairments. One exception is a true experiment conducted by Ramaekers et al. (2000) in the Netherlands, where a small group of subjects were given low doses of THC and/or alcohol or a placebo then performed a road-tracking and car-following test in normal traffic. The study was limited in that subjects were given low doses of the intoxicants so as to generate performance deficits without putting the subjects at risk and subjects were aware of the fact that they were being observed (with an instructor present for safety reasons), which could have led to driving behaviors that were not entirely natural. Subjects on THC, either alone or with alcohol, performed worse with regards to their lateral position, following distance, reaction time, and performance than those on placebo. While this provides some evidence of marijuana impairment, we cannot extrapolate from the low doses of the study to higher doses over the legal limit; a review of the evidence suggests that the overall risk of accidents from alcohol use is higher than that from marijuana use (Ramaekers et al. 2004).

Two other papers examined driving impairment caused by marijuana through repeated cohort datasets. Fergusson et al.'s (2008) examination of a birth cohort in New Zealand found that, after controlling for a set of variables that contribute to risky driving behavior, the rate of collisions was borderline related to self-reported DUI-marijuana \((p=.064)\), but not to self-reported DUI-alcohol \((p=.764)\). The authors suggest that this could represent different perceptions of the risk of DUI due to marijuana. Additionally, the variables for intoxication are dichotomous and this paper did not consider the interaction of alcohol and marijuana. Accidents were also measured as dichotomous indicators, and, as they largely reflect minor collisions, the results may not scale up to more severe accidents.

Bingham and Shope (2004) find an interesting connection between marijuana use and DUI which develops from adolescence. Participants were recruited in the 10th grade and contacted again approximately eight years later as young adults. After controlling for family, social, and personal factors, both drugged driving as an adult and drunk driving as an adult were associated with adolescent marijuana use, alcohol misuse, and tolerance of deviance. However, current marijuana use was not associated with riskier driving behaviors. Given both the indirect link between marijuana use and drunk driving and the persistence of adolescent cause with adult
effects, this suggests that marijuana use as an adolescent places youth on a deviant trajectory, similar to the findings regarding adolescent use of marijuana and later criminal behavior.

In addition to the well-developed literature on the effects of marijuana on driving skills and the case-control/culpability studies, these three papers present evidence that marijuana has negative effects on actual driving. This is consistent with findings from a 2010 review of the marijuana and driving literature by Room and colleagues, which argues “better-controlled epidemiological studies have recently provided credible evidence that cannabis users who drive while intoxicated are at increased risk of motor-vehicle crashes.”

A.4. Conclusion

It is important that this review be considered in the context of the well-established literature on drug crime. While this article provides perspective on more recent methodologically rigorous papers, it builds on decades of work on the effects of illicit substances. However, this review also underscores the need to better understand the causal associations for drug-related crimes. Issues related to illicit substances are complicated and contextual; the effects of drug use are dependent on the type or types of drug used, the population using it, the nature of the market, and the policies in place to address it.

The findings from this review should be considered in light of the limitations of our study. First, our review exclusively focused on four drugs—cocaine, heroin, methamphetamine, and marijuana—and excluded other potentially important drugs such as prescription drugs and hallucinogens. Second, we exclusively focused on certain types of crime, typically lower-level crimes associated with sales or use, of which the harms are most obvious, while avoiding higher-level crimes related to trafficking. To some extent, this study is a reflection on the research available, but the lack of research attention given to higher-level white-collar crime and trafficking should not be interpreted as a lack of evidence of an association there. A third and related limitation is that our review is susceptible to the problem of publication bias in that we could only identify published papers, and any bias in the types of papers that get published (i.e., those that find an effect) would also bias our conclusion.

Keeping in mind these limitations, the results of this review are consistent with much of the conventional wisdom on the drugs-crime link. First, the hard drug trade and the firearms that protect it, rather than drug use per se, are responsible for most of the systemic crime related to drugs. Second, long-term heavy users of hard drugs sometimes commit acquisitive crimes to feed their expensive habits. This is especially true for cocaine and heroin, and it could also be true for methamphetamine. Third, there is not much evidence supporting a causal link between drugs and psychopharmacological crime in the absence of alcohol. The strongest potential evidence of a link is for cocaine, but even there the evidence is inconclusive and contextual. Finally, marijuana use does not induce violent crime, and the links between marijuana use and property crime are
thinner. Adolescent marijuana use is correlated with adult criminality, but this is likely mediated through other factors (e.g., decreased family bonds and deviant peers).

More rigorous studies identifying causal relationships between specific drugs and specific crimes are needed, taking context and polysubstance use into account. This is particularly true for methamphetamine, which is clearly an important concern in some regions of the country. Additionally, these causal links need to be explored to understand the order of magnitude of the effects; so often causal mechanisms rely on proxies or natural experiments, which limit the interpretability of the estimates. Only through this exploration will it be possible to construct reasonably good estimates of drug-induced crime.
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APPENDIX B

Analyses of the Survey of Inmates in State and Federal Correctional Facilities (SISFCF) and the Survey of Inmates in Local Jails (SILJ) Data
B.1. Introduction

Inmate surveys have been used to identify drug attribution fractions (DAFs) related to the share of acquisitive crimes attributable to drug use since the earliest cost-of-drug crime studies (non-acquisitive crimes have been estimated using various other methods). Inmate surveys represent a criminal population that is more accessible for study than arrestees or criminals at large and is one of the few populations for which we obtain direct information on how much a given crime was motivated by the need for an illicit drug or being under the influence of it.

In Chapter Five of this report, we discussed improvements on the traditional approach of using inmate data to develop DAFs of the drugs-crime relationship. For interested readers, this appendix outlines in greater detail the dataset, analyses, and results related to the inmate survey data used in Chapter Five.

The analysis documented in this appendix uses the most recent releases of the two series of inmate surveys (one from prisons and one from jails) as of March 2012: the 2004 version of the Survey of Inmates in State and Federal Correctional Facilities (SISFCF) and the 2002 version of the Survey of Inmates in Local Jails (SILJ). Inmates are asked a battery of questions about their current offense and sentence, criminal history, socioeconomic characteristics, physical and mental health, and the prison programs they have accessed. Most relevant to our study are several questions on substance abuse across these categories, including questions on the inmate’s general use, use in conjunction with the offense, and family history of use.

Our analysis of inmate survey data serves two purposes. First, we want to assess how previously constructed crime-specific DAFs would change with incremental improvements in how data are used to construct them. Second, we want to consider what other approaches for capturing drug-related crime are possible using these data. In particular, we are interested in understanding to what extent incorporating knowledge of whether a person was a chronic drug user generates a meaningful change in our understanding of drug-involved crime. We find that there are indeed some distinct and relevant differences in drug-involved crime when one adopts an alternative definition of “drug-involved” based on the chronic use of a drug.

This appendix begins with a general description of the data used for the analyses, then looks at some minor refinements to how those data are used (e.g., focusing on first-year cohorts of prisoners, looking at alcohol use) to see how such changes influence previously-constructed DAFs. Then, we more thoroughly analyze how various definitions of “drug-involvement” influence findings on drug-related crime.

B.2. Background on State, Federal, and Local Inmate Data

Inmate surveys represent different incarcerated populations: those who violate federal laws and those who violate state laws. Offenders charged with violations of federal laws are tried in federal courts and typically serve their sentences in federal prisons, while offenders charged with violating state laws are tried in state courts and serve their sentences in state facilities (either jails
or state prisons). Prisons, whether federal or state, are typically long-term facilities where inmates are incarcerated for more than a year. Jails are typically short-term facilities; those being held in jail may include inmates with shorter sentences (misdemeanants sentenced to one year or less), individuals awaiting trial or sentencing, or those being held in custody as a witness or for their protection. For this analysis, we only consider those in jails who have been convicted of a crime and not those who are being held for other reasons. These three populations—jail, state prison, or federal prison—are represented by different surveys.

The 2004 SISFCF is the latest in a series of inmate surveys and comprises two surveys, one involving state inmates and another involving federal inmates. Previous editions of the state inmate survey were conducted in 1997, 1991, 1986, 1979, and 1974. The federal inmate surveys are a more recent development, with previous editions conducted in 1997 and 1991.

The 2002 SILJ is the latest in a series of surveys of inmates being held in local jails rather than prisons. Previous versions of the SILJ were conducted in 1996, 1989, and 1983, and a precursor survey—the Survey of Jail Inmates—was conducted in 1978 and 1972.

These surveys are collected by the Department of the Census on behalf of the Bureau of Justice Statistics, as well as the Bureau of Prisons (for the federal prison data). They are publicly available for research through the National Archive of Criminal Justice Data as part of the Inter-university Consortium for Political and Social Research.

Both the SISFCF and the SILJ use a stratified sample design, with stratifications of prisons by region, gender, and size and stratifications of inmates within prisons by whether the crime was a drug or non-drug crime. Table B.1 provides information on the sampling frame based on prison/jails in the United States. The Department of the Census developed weights based on these stratifications to allow estimates representative of both the national inmate population and subgroups by gender and region for drug and non-drug crimes. These weights are used throughout the analyses.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Prisons/jails–total</td>
<td>1,549</td>
<td>148</td>
<td>3,475</td>
</tr>
<tr>
<td>Prisons/jails participating</td>
<td>287</td>
<td>39</td>
<td>417</td>
</tr>
<tr>
<td>Inmates–total</td>
<td>1,115,853</td>
<td>130,496</td>
<td>605,997</td>
</tr>
<tr>
<td>Inmates interviewed</td>
<td>14,499</td>
<td>3,686</td>
<td>6,982</td>
</tr>
</tbody>
</table>

These surveys rely on the ability of inmates to accurately remember and honestly report their experiences. Inmates were informed both verbally and in writing that responses would be confidential, and computer-assisted personal interviewing (CAPI) was used to reassure inmates that they could respond honestly without fear of repercussions. Interviews were voluntary, but
the response rates were high—90 percent of state inmates, 87 percent of federal inmates, and 90 percent of those in jail participated.

The inmate surveys took approximately an hour to complete because they contain a large number of detailed questions in a variety of areas. The SISFCF 2004 and SILJ 2002 questions cover the following areas:

- individual characteristics
- current offense
- pretrial and trial
- current sentence
- incident characteristics
- criminal history
- socioeconomic characteristics
- alcohol and drug use and treatment
- medical conditions, mental health, and disabilities
- prison programs and disabilities.

The questions most obviously relevant to DAFs are in the section on alcohol and drug use and treatment. A first variable is whether the offense was committed for drugs or for money to buy drugs. This question has been used to inform DAFs since the earliest efforts at estimating drug-related crimes. A second variable that is also usually included for assessing drug involvement is self-reported drug use at the time of the offense. Other questions that researchers could also find useful are those pertaining to lifetime use, recent use, and frequency of use of a variety of specific substances. Such data can allow researchers to estimate regular or chronic use of drugs and the kinds of drugs used. In addition, this section has a battery of questions reflecting the criteria for drug abuse and drug dependence as identified in the DSM-IV. Questions reflecting abuse and dependence were added in the 2004 SISFCF and are not available in the SISFCFs from 1997 or earlier.

Additional variables related to drug problems are available in other sections. Drug-defined crimes (e.g., drug possession, drug sales, DUI in which the substance of interest was drugs) are considered in the area addressing the current offense. Incident characteristics related to drug-defined crimes (e.g., kind of drug sold, purity of drug sold) are also available, but because all drug-defined crimes are attributed to drugs, such detail is not necessary for determining DAFs. Additional potentially relevant questions not generally examined include questions in the section on criminal history (e.g., a previous drug offense) and the section on socioeconomic variables (e.g., parents’ history of drug use). Previous offenses are examined more directly using Record for Arrest and Prosecution (RAP) sheet data, while the links between parental use and later criminality are less proximate and clear and, thus, not examined here.

Distinguishing between the kinds of drugs used is important. As described in Appendix A, there are reasons to believe that different drugs may contribute to criminal activity in different ways—for example, there is much stronger evidence of a link between acquisitive crimes and
drugs that are both highly addictive and expensive (such as heroin) than there is for drugs that are less addictive or expensive (such as marijuana). Additionally, drug use is often concurrent with the use of alcohol, which is known to be related to some violent crimes. Consideration of specific drugs, either used alone or with other drugs or with or without alcohol, is an important contribution of this analysis.

Most of the variables relating to drug use include consideration of the kind of drug used. Variables of whether the offense was committed for drugs or money to obtain drugs do not distinguish between specific individual drugs, nor do questions related to dependence and abuse (aside from alcohol). The specific drugs inquired about in the surveys are:

- heroin/other opiates
- methamphetamine/amphetamines
- methalqualone
- barbiturates
- tranquilizers
- crack cocaine/cocaine other than crack
- PCP
- ecstasy
- LSD or other hallucinogens
- marijuana
- other
- inhalants.

Our analysis combines a few of these categories, in particular (a) heroin and other opiates are combined, (b) methamphetamine and other amphetamines are combined, and (c) crack and other forms of cocaine are combined. Additionally, while we examine questions about lifetime use, recent use, and frequency of use of inhalants, this category of drugs is not included when we construct use at the time of the offense.

The need to make distinctions between different crimes is commonly understood, and previous studies of drug-involved crime have identified different DAFs by offense. We follow the same process in our own analyses. The crimes committed by the inmates in these three types of institutions vary. Table B.2 presents counts of inmates in the SISFCF and SILJ serving sentences for a set of relevant crimes. As a matter of law, most of the drug-related crimes of interest are state crimes, which include most of the traditional kinds of violent, property, and drug crimes, while federal crimes of interest include drug trafficking, money laundering, organized crime, and gun crimes. This is reflected in the inmate data: Both the national population of inmates and the sample of inmates in the data are much smaller for federal prisons than for state prisons for the crimes of interest. Similarly, because the sentences of inmates in local jails are typically short-term, inmates in local jails are typically serving for lesser crimes. The number of inmates surveyed in the federal prison and local jail datasets are quite small, which limits the ability to develop reliable estimates from federal and local data. For these reasons, our analysis focuses on state inmate data, which can produce the most reliable estimates for the range of offenses we are interested in. Additional analyses are performed on people serving sentences in federal prisons and jails, but only to confirm estimates derived from the state inmate data.
Table B.2
Population of Inmates in State Prison, Federal Prison, and Local Jail

<table>
<thead>
<tr>
<th>Crime</th>
<th>Sample Count</th>
<th>Survey-Adjusted Population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>State</td>
<td>Federal</td>
</tr>
<tr>
<td>Overall</td>
<td>14,494</td>
<td>3,686</td>
</tr>
<tr>
<td>Murder/manslaughter</td>
<td>1,888</td>
<td>135</td>
</tr>
<tr>
<td>Forcible rape</td>
<td>468</td>
<td>9</td>
</tr>
<tr>
<td>Assault</td>
<td>1,111</td>
<td>61</td>
</tr>
<tr>
<td>Robbery</td>
<td>1,699</td>
<td>425</td>
</tr>
<tr>
<td>Burglary</td>
<td>1,091</td>
<td>23</td>
</tr>
<tr>
<td>Arson</td>
<td>88</td>
<td>8</td>
</tr>
<tr>
<td>MVT</td>
<td>165</td>
<td>6</td>
</tr>
<tr>
<td>Larceny</td>
<td>648</td>
<td>31</td>
</tr>
</tbody>
</table>

Distinguishing between different crimes is also important if one wants to try to draw inferences to the general offending population. The probability of arrest and the probability of sentencing to jail/prison differ by type of crime (and may depend on the criminal history of the offender). It is also possible that drug involvement influences the likelihood of arrest or being put in prison (e.g., those under the influence are more likely to get arrested). Thus, it is important to understand how much the distribution of crimes among those incarcerated in prison differs from the distribution of crimes among those arrested (and those reported to police), before any real inferences can be drawn from the inmate population on the role of drugs in crime. That being said, we only have information on drug involvement at the national level from the inmate population. Thus, we are left to simply describe what we see in this population, but we make it clear that several steps need to be taken to generalize the findings for this population to the entire offending population.

The most obvious way in which the inmate population is different from the offender population is in severity of offense; more severe offenses are associated with greater enforcement intensity and longer sentences when a person is caught. Even within the prisoner population, we see that those charged with a lesser offense have shorter sentence lengths than those charged with more serious offenses. Yet the composition of the inmates surveyed reflects more heavily those who have been sentenced to prison longer.

Because all prison sentences (as compared to jail offenses) typically last more than one year, the distribution of first-year inmates in a given survey year should be more reflective of the distribution of offenders convicted of a crime and sentenced to prison that year than the full inmate population, which includes individuals incarcerated for 10 years or more. Similarly, drugs might be associated with longer sentences for some crimes (e.g., a secondary charge of drug possession may add to the sentence of a controlling offense, such as assault) and shorter sentences for other others (e.g., an intentional murder may be considered more severe than a vehicular homicide resulting from DUI). Moreover, the drug of choice of the first-year cohorts.
will be more reflective of the role of particular drugs in crime than will be the drug of choice of older inmates.

For these reasons, we believe that analyses of the association between drugs and crime using inmate data should focus on first-year inmates rather than the full sample. However, restricting our observations to those in jail for less than one year reduces sample size and, hence, can reduce precision for some analyses. Thus, to ascertain how this new construction of the data influences findings, we report findings for both the first-year cohort and the full sample of inmates for many of our analyses.

However, it is important to keep in mind that any analyses using inmate data to assess the role of drugs in crime will be biased because it is impossible to know how much drug use influences the likelihood of offending, the likelihood of getting caught, and the likelihood of being sentenced to jail. The process for adjusting the inmate population to better reflect the population of offenders is an exercise well beyond the scope of this project; for now, we simply recognize this important limitation and do what we can to improve analyses of drug-related crime using the inmate survey.

B.3. Findings with Respect to Drug Involvement in Crime

*Update Using the Percentage Reporting Committing the Crime for Drugs or Drug Money*

An initial task was to estimate DAFs using the traditional approach. Previous studies of cost-of-crime for ONDCP estimate DAFs for attributive crimes by examining the percentage of inmates who reported committing the crime for drugs or for money to buy drugs. Two approaches were presented: the traditional approach estimating the percentage of all inmates reporting that they committed the crime for drugs or money to buy drugs, and a slightly refined approach estimating the same percentage of only inmates in their first year of incarceration. Results from two previous studies are presented for comparison: the previous ONDCP estimates (which use 1997 SISFCF data) and the NDIC estimates (which use 2004 SISFCF data with a slightly different approach). These estimates are presented in Table B.3.

Our estimates of traditional DAFs are largely in line with other estimates from the ONDCP and NDIC, once uncertainty is taken into account. The percentage of inmates who reported committing robberies or burglaries for drugs is consistent with both the previous ONDCP report (using the 1997 version of the SISFCF) and the NDIC report (using the 2004 SISFCF and the 2002 SILJ).
Table B.3
Traditional Attribution Fractions for Acquisitive Crimes for State Inmates, 2004

<table>
<thead>
<tr>
<th>Controlling Offense</th>
<th>ONDCP (2004)</th>
<th>NDIC (2011)</th>
<th>For Drugs—All Inmates</th>
<th>For Drugs—First-Year Inmates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robbery</td>
<td>27.2%</td>
<td>28.0%</td>
<td>25.6%</td>
<td>23.8%</td>
</tr>
<tr>
<td>Burglary</td>
<td>30.0%</td>
<td>33.7%</td>
<td>31.7%</td>
<td>29.2%</td>
</tr>
<tr>
<td>MVT</td>
<td>6.8%</td>
<td>17.7%</td>
<td>14.9%</td>
<td>19.8%</td>
</tr>
<tr>
<td>Larceny</td>
<td>29.6%</td>
<td>38.8%</td>
<td>37.4%</td>
<td>40.5%</td>
</tr>
</tbody>
</table>

The percentage of inmates who reported committing motor vehicle theft (MVT) or larceny for drugs or drug money increases from the 1997 dataset to the 2004 dataset; whether this represents an actual increase or only an outlier in the data is unclear, because both our estimate and the NDIC estimate come from the same dataset. However, there are reasons to believe that the increase is real and related to the rise in methamphetamines use over this period. The survey data do not identify the kind of drug that the crime was committed to obtain, but in a comparison between the 1997 and the 2004 state inmate surveys, the percentages of offenders who committed MVT while under the influence of cocaine, opiates, or marijuana remained stable, while the percentage who were on methamphetamine increased from 8.4 to 27.7 percent. While the percentage of inmates who were on methamphetamines at the time of the crime increased for all crime types over this period, other increases were not nearly so drastic.

The refinement of considering only first-year inmates had an effect, but it was a small one. The differences in estimates for the entire inmate population and the population of first-year inmates are between 2 and 5 percentage points and within the 95 percent confidence intervals. For the crimes of robbery or burglary, the first-year estimates are smaller than the whole prison estimates. This may be easily explained because drug use is frequently considered an aggravating condition associated with longer sentences, leading to different attrition rates and the whole prison estimates overestimating the rates for committed offenses. For the crimes of MVT or larceny, we see the opposite effect, with first-year estimates larger than the whole prison estimates.

Use of Drugs at the Time of the Offense

When the first DAFs for drug crimes were created prior to the emergence of the crack epidemic in the 1980s, heroin-generated acquisitive crimes were the most important consideration and the DAFs reflected this. Information on use at the time of the crime was ignored, because economic-compulsive mechanisms for crime were the primary interest. This slowly changed over time, as interest in psychopharmacological crime emerged. However, even the most recent NDIC report did not consider the mixing of drugs when constructing its estimate of the role of drugs in crimes committed under the influence. Moreover, apportioning 10 percent of those crimes reported by inmates as done under the influence of a drug as drug-attributable crimes is a bit ad hoc and may not reflect the actual rate of crimes caused by drug use. Thus,
given the literature on causal effects of drug use, we decided to examine the use of drugs by drug grouping and with the consideration of alcohol to better understand the role of psychopharmacological mechanisms in drug-involved crime.

Data are available from the inmate surveys on self-reports of drug use at the time of the crime for alcohol and a range of drugs separately. To improve precision, we grouped drugs together by their theorized effects identified in the literature.\(^{23}\) The use of stimulants is associated with some violent crimes, notably IPV. We grouped cocaine and methamphetamine/other amphetamines together as stimulants. Because alcohol use is also associated with violent crimes, we distinguish between the use of illicit stimulants and alcohol at the time of the crime. There is little evidence supporting violent crime as the result of marijuana or heroin use, but it is clear that heroin is positively associated with income-generating crime and it is plausible that marijuana use may lower a person’s inhibitions to commit certain property crimes. Thus, we group these substances together as “other drugs” (which represent a very small category once stimulant use, heroin, and marijuana are taken out).

A simple cross-sectional analysis of the drugs used at the time of the crime by crime category and the groups just described (i.e., stimulants, other drugs, and alcohol) are presented in Table B.4 through Table B.10. Rape and arson are not presented, as the reported numbers are too low to generate estimates for those offenses. Figure B.1 shows the main findings from these tables with respect to the involvement of specific groups of drugs and/or alcohol side by side.

<table>
<thead>
<tr>
<th>Drug Used at the Time</th>
<th>Alcohol Used at the Time</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stimulants (cocaine and meth/amph)</td>
<td>6.4%</td>
<td>12.8%</td>
<td></td>
</tr>
<tr>
<td>Other drugs, no stimulants</td>
<td>5.4%</td>
<td>8.7%</td>
<td></td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>17.0%</td>
<td>49.8%</td>
<td></td>
</tr>
</tbody>
</table>

Table B.4

Percentage of First-Year Inmates Who Used Drugs or Alcohol at the Time of the Offense

<table>
<thead>
<tr>
<th>Drug Used at the Time</th>
<th>Alcohol Use at the Time</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stimulants (cocaine and meth/amph)</td>
<td>6.9%</td>
<td>5.5%</td>
<td></td>
</tr>
<tr>
<td>Other drugs, no stimulants</td>
<td>8.4%</td>
<td>1.6%</td>
<td></td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>26.3%</td>
<td>51.1%</td>
<td></td>
</tr>
</tbody>
</table>

Table B.5

Percentage of First-Year Inmates Who Committed Murder or Manslaughter and Used Drugs or Alcohol at the Time of the Offense

\(^{23}\) We evaluated associations between each drug and crime category separately before aggregating categories up to make sure that we were not mistakenly classifying heroin or other illicits with dissimilar drugs. The groupings used here reflect systematic findings from analyses of each drug and each crime individually.
Table B.6
Percentage of First-Year Inmates Who Committed Assault and Used Drugs or Alcohol at the Time of the Offense

<table>
<thead>
<tr>
<th>Drug Used at the Time</th>
<th>Alcohol Used at the Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Stimulants (cocaine and meth/amph)</td>
<td>4.0%</td>
</tr>
<tr>
<td>Other drugs, no stimulants</td>
<td>7.1%</td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>30.2%</td>
</tr>
</tbody>
</table>

Table B.7
Percentage of First-Year Inmates Who Committed Robbery and Used Drugs or Alcohol at the Time of the Offense

<table>
<thead>
<tr>
<th>Drug Used at the Time</th>
<th>Alcohol Use at the Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Stimulants (cocaine and meth/amph)</td>
<td>9.7%</td>
</tr>
<tr>
<td>Other drugs, no stimulants</td>
<td>11.5%</td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>14.6%</td>
</tr>
</tbody>
</table>

Table B.8
Percentage of First-Year Inmates Who Committed Burglary and Used Drugs or Alcohol at the Time of the Offense

<table>
<thead>
<tr>
<th>Drug Used at the Time</th>
<th>Alcohol Used at the Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Stimulants (cocaine and meth/amph)</td>
<td>8.3%</td>
</tr>
<tr>
<td>Other drugs, no stimulants</td>
<td>4.4%</td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>13.3%</td>
</tr>
</tbody>
</table>

Table B.9
Percentage of First Year Inmates who Committed Motor Vehicle Theft and Used Drugs or Alcohol at the Time of the Offense

<table>
<thead>
<tr>
<th>Drug Used at the Time</th>
<th>Alcohol Use at the Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Stimulants (cocaine and meth/amph)</td>
<td>10.4%</td>
</tr>
<tr>
<td>Other drugs, no stimulants</td>
<td>6.9%</td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>14.5%</td>
</tr>
</tbody>
</table>

Table B.10
Percentage of First Year Inmates who Committed Larceny and Used Drugs or Alcohol at the Time of the Offense

<table>
<thead>
<tr>
<th>Drug Used at the Time</th>
<th>Alcohol Used at the Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>Stimulants (cocaine and meth/amph)</td>
<td>9.8%</td>
</tr>
<tr>
<td>Other drugs, no stimulants</td>
<td>3.8%</td>
</tr>
<tr>
<td>No illicit drugs</td>
<td>10.4%</td>
</tr>
</tbody>
</table>
As can be seen in the bottom right-hand corner of each of the tables, nearly half of all incidents of murder, assault, burglary, and larceny were committed by inmates who reported no use of alcohol or an illicit drug at the time of the offense. In the case of robbery and, in particular, MVT, the rates of intoxication were a bit higher than for the other crimes. Overall, alcohol and/or an illicit drug were consumed at the time of the offense for half of all inmates.

Table B.4 shows that stimulants were involved in 19.2 percent of all crimes committed by first-year inmates in 2004 (top row, adding across both outcomes for alcohol), but this figure represents approximately 38 percent of all crimes involving the use of alcohol and/or an illicit drug (19.2/50.2 = 38.24). Heroin, marijuana, and other illicit drugs were involved in 14.1 percent of all crimes committed by first-year inmates in 2004 but were involved in 31 percent of all crimes involving alcohol and/or an illicit substance (driven overwhelmingly by marijuana use). The involvement of stimulants, other illicit drugs, and alcohol varies considerably by type of crime, but not in the way we expected. This is seen even more clearly in Figure B.1.

Figure B.1
Drugs Used at the Time of the Crime by First-Year Inmates, by Substance and Crime

What can be seen clearly from Figure B.1 is that alcohol is the predominant substance used at the time of the offense for all of the more violent crimes (murder, assault, and robbery). While stimulants play a small role, alcohol is by far the main intoxicant; and only in the case of robbery do we see a sizeable influence of other illicit drugs. This is expected and fits with the established literature on the psychopharmacological mechanisms of alcohol-related violence. However, these analyses provide little support of the hypothesized link between stimulant use and violent crime,
as stimulant use represents a smaller share of use at the time of the offense for violent crimes than for other crimes. The use of stimulants at the time of the crime is highest for MVT, particularly in relation to methamphetamine, but it is also involved in a higher percentage of larcenies.

Of course, there are other ways of grouping drugs that might be considered. Thus, we also tried combining cocaine, heroin, and other opiates with methamphetamine and other amphetamines in a single category of the most commonly used “expensive and highly addictive drugs,” which are related to economic-compulsive acquisitive crimes and, for some of the stimulants, violent crime. Marijuana presents a different category of drug use; while marijuana is the most commonly used drug, there is little evidence of marijuana on its own being causally associated with violent or acquisitive crime. So, by separating it out, we can assess how much previous findings, in which it was grouped with heroin and other illicit drugs, might have misattributed to marijuana use crime that is truly related to the use of harder illicit drugs. Regular alcohol use is also included. Because alcohol is an important, but legal, psychoactive substance, we present it somewhat differently than the drug categories; both the percentage of inmates who use expensive drugs and the percentage who use marijuana only are examined with and without concurrent regular alcohol use.

The estimates from these alternative breakdowns are shown in Figure B.2. As expected, the percentage of inmates who use the expensive drugs, including cocaine, heroin/other opiates, and methamphetamine/other amphetamines, is greater among those who committed acquisitive crimes, particularly burglary, MVT, and larceny. This is indicative of an economic-compulsive mechanism of drugs-crime. A higher proportion of those inmates who committed violent crimes, such as murder/manslaughter and assault, used alcohol without other illicit drugs. This is consistent with what we observed previously. The use of marijuana alone is involved in only a small number of inmate drug crimes.

Regardless of how drugs are grouped or whether they are considered individually, it appears that the proportion of offenders who used drugs alone is relatively smaller than that of offenders who used only alcohol or alcohol in combination with an illicit drug. While it may be the case that drugs decrease inhibitions and impulse control, these findings do not necessarily suggest a strong psychopharmacological link to those who commit crimes and end up incarcerated in prisons.
B.4. Findings with Respect to Other Conceptions of Problem Drug Use

Using inmates’ reports of committing crime for drugs or money to buy drugs as a way of informing DAFs has been useful in the past, but it is limited in a couple of ways. First, inmate surveys rely on inmates accurately knowing and reporting the motivations for their actions. Motivations may not be so straightforward. An addict who commits a crime for money to pay the rent because he spent his rent money on drugs would not necessarily report this as a crime committed for drugs, even though drugs may be the ultimate cause. As the understanding of drug addiction has improved, with better diagnostics for dependence and abuse, there may be other ways of describing problem drug use that are more informative. Second, this way of informing the DAFs focuses exclusively on economic-compulsive crime and ignores other relevant mechanisms through which drug use might be related to crime, such as systemic crime.

We examine several alternative conceptions of problem drug use, including regular use versus chronic or dependent use at the time of the offenses, to assess how much more chronic or dependent users report engaging in crime to support their drug habit. These aspects are examined individually with consideration to multiple kinds of drugs, both on their own and together, to see to what extent the different conceptions of problem drug use overlap or diverge.
Regular or Chronic Use

One way of considering problem drug use is by examining the frequency of use. We identified two categories of frequent use: regular use, defined as weekly use or more; and chronic use, defined as almost daily use, or use 20 times per month or more.

Based on those criteria, the drug use rates among inmates were much higher than those among the general population (see Table B.11). Approximately half of all inmates used one or more substances regularly. Marijuana was the substance most commonly used, followed by cocaine, methamphetamines, and heroin, which were all used at rates higher than in the general population. The distribution of regular use of substances was very similar to that of chronic use of cocaine, heroin, methamphetamines, and marijuana, but not of alcohol. While 44 percent of inmates reported drinking weekly or more, only 22 percent reported drinking almost daily. The percentage of regular users who were chronic users was much smaller for alcohol than for illicit drugs.

<table>
<thead>
<tr>
<th>Substance</th>
<th>Regular Use (weekly or more)</th>
<th>Chronic Use (almost daily/20 times per month or more)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full Sample</td>
<td>First-Year Cohort</td>
</tr>
<tr>
<td>Cocaine</td>
<td>18.2%</td>
<td>17.0%</td>
</tr>
<tr>
<td>Heroin/other opiates</td>
<td>7.0%</td>
<td>7.8%</td>
</tr>
<tr>
<td>Meth/amphetamines</td>
<td>10.7%</td>
<td>15.0%</td>
</tr>
<tr>
<td>Marijuana</td>
<td>36.2%</td>
<td>34.8%</td>
</tr>
<tr>
<td>Methaqualone</td>
<td>0.6%</td>
<td>3.3%</td>
</tr>
<tr>
<td>Barbiturates</td>
<td>2.1%</td>
<td>2.1%</td>
</tr>
<tr>
<td>Tranquilizers</td>
<td>3.3%</td>
<td>3.2%</td>
</tr>
<tr>
<td>PCPs</td>
<td>1.6%</td>
<td>1.0%</td>
</tr>
<tr>
<td>Ecstasy</td>
<td>2.0%</td>
<td>2.5%</td>
</tr>
<tr>
<td>LSD</td>
<td>1.2%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Other drugs</td>
<td>0.4%</td>
<td>0.3%</td>
</tr>
<tr>
<td>Inhalants</td>
<td>0.7%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Any drug</td>
<td>51.5%</td>
<td>53.5%</td>
</tr>
<tr>
<td>Alcohol</td>
<td>45.9%</td>
<td>44.1%</td>
</tr>
<tr>
<td>Any drug or alcohol</td>
<td>68.0%</td>
<td>69.4%</td>
</tr>
</tbody>
</table>

First-year inmates look a bit different from the full inmate population in terms of choice of drug used. In particular, whether measured in terms of regular or chronic use, methamphetamines/amphetamines use in the first-year cohort is higher than the full sample at large, which is consistent with general trends during this period, which show a rise in methamphetamines use nationally. Usage rates of heroin and other opiates were also higher among first-year cohorts, again reflective of changing drug use patterns in the general population. Alcohol use, however, particularly chronic alcohol use, was lower in the first-year
cohort, resulting in no net change in the prevalence of drug or alcohol use overall. Given the difference in the composition of drugs consumed by the first-year inmate cohort (shown in Table B.11) and the general associations these substances have with violent and income-producing crime (shown in Figure B.2), the moderate decrease in robbery and increase in MVT between the full sample and the first year-cohort reported in Table B.3 may, in fact, simply reflect that the first-year cohort was more likely to use methamphetamines and opiates than cocaine and alcohol. To the extent that chronic use differs more than regular use between the two samples, it will be interesting to know how much chronic users report being under the influence of a drug or in need of money for drugs at the time of the offense. We discuss this below.

Drug users often use more than one drug, which can make consideration of the causal effects of drug use more complicated. Our analysis examined the use of multiple drugs by inmates in several ways. In Table B.12, we look at the percentage of inmates who use any drug, regardless of whether they use any other drug regularly. Table B.12 also examines the use of multiple drugs, both with and without alcohol. While alcohol is a legal drug, it is associated with psychopharmacological violence, which can confound analyses of drug crimes.

### Table B.12
**Regular Drug Use of First-Year Inmates, with and without the Use of Multiple Drugs**

<table>
<thead>
<tr>
<th>Substance</th>
<th>Any Regular Use</th>
<th>Regular Use, but No Use of Other Drugs</th>
<th>Regular Use, but No Use of Other Drugs or Alcohol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol</td>
<td>44.1%</td>
<td>16.2%</td>
<td>16.2%</td>
</tr>
<tr>
<td>Cocaine</td>
<td>17.0%</td>
<td>6.8%</td>
<td>2.9%</td>
</tr>
<tr>
<td>Heroin</td>
<td>7.8%</td>
<td>2.5%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Meth</td>
<td>15.0%</td>
<td>6.5%</td>
<td>4.2%</td>
</tr>
<tr>
<td>Marijuana</td>
<td>34.8%</td>
<td>19.4%</td>
<td>8.5%</td>
</tr>
<tr>
<td>Any other drug</td>
<td>7.6%</td>
<td>0.6%</td>
<td>0.3%</td>
</tr>
</tbody>
</table>

|                  | 17.7%           |
| Multiple drugs   | 35.9%           |

The data indicate that the majority of inmates who regularly use cocaine, heroin, or methamphetamines use more than one drug. Over half of all inmates who use marijuana, on the other hand, do not use any other illicit drugs (19.4 percent report marijuana as the only illicit drug they use). Even among marijuana users, however, the vast majority also use alcohol (as indicated by only 8.5 percent of marijuana users not using alcohol or another illicit drug).

Data specifically demonstrating the degree of polydrug use by drug is illustrated more clearly in Figure B.3. Just over half of all inmates who use illicit drugs use multiple drugs.
We can also examine which substances are used together. Table B.13 identifies the kinds of specific drugs used together conditional on the first drug used. For example, the heroin column of the cocaine row shows that 16.8 percent of inmates who first report use of cocaine also used heroin, while the cocaine column of the heroin row shows that 43.9 percent of inmates who first used heroin also used cocaine.

### Table B.13
Regular Use of Other Specific Drugs Conditional on Use of One Drug

<table>
<thead>
<tr>
<th>Substance</th>
<th>Percentage of Inmates Who Used a Specific Drug Conditional on the Use of the Drug in First Column</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cocaine</td>
</tr>
<tr>
<td>Cocaine</td>
<td>–</td>
</tr>
<tr>
<td>Heroin</td>
<td>43.9%</td>
</tr>
<tr>
<td>Meth</td>
<td>23.3%</td>
</tr>
<tr>
<td>Marijuana</td>
<td>26.2%</td>
</tr>
<tr>
<td>Other drugs</td>
<td>40.3%</td>
</tr>
<tr>
<td>Alcohol</td>
<td>25.0%</td>
</tr>
</tbody>
</table>

We find in looking at this table that the regular use of multiple drugs is not a homogeneous concept, but varies by drug. As expected, alcohol is the most common conditionally used substance—between half and two-thirds of inmates who reported regular use of cocaine, heroin, methamphetamines, or marijuana also reported drinking regularly (the final column). Given the
links between alcohol and violent crime, it is important to consider the role of alcohol when attributing violent crime to illicit drug use. Marijuana is the most commonly used illicit drug, with approximately half of all inmates who drink or use cocaine, heroin, or methamphetamines also using marijuana.

**Dependence**

Another way to consider problem drug use is through the concept of dependence. Dependence is a clinical term denoting aspects of addiction that were added to the DSM-IV as a standard diagnosis in 1994. Because the clinical conditions for dependence were not recognized as a standard in the late 1970s and 1980s, when the initial cost-of-drug studies were performed, it could not be used to inform DAFs. Questions reflecting dependence and abuse criteria were added to the inmate surveys starting in 2002 for the SILJ and in 2004 for the SISFCF.

We defined dependence using the standard operating definition, that is, that the respondents indicated experiencing three or more of the seven symptoms that describe a dependency syndrome (difficulty at work/school, having problems cutting back, needing to use when you first wake up, etc.). Survey questions addressing dependence in the inmate surveys do not identify which drug a person is dependent on, only dependence on drugs as compared with dependence on alcohol.

The proportion of first-year inmates in state prisons in 2004 who met our criteria for dependence was nearly two-fifths (38.9 percent), while nearly one-fourth met criteria for alcohol dependence (last row of Table B.14). However, the rates of dependence varied quite considerably among those in prison for particular offenses, with MVT and larceny representing the group with the highest rates of drug dependence, and the more violent offenses (murder, rape) representing the lowest. For alcohol, the crime category with the most first-year inmates meeting DSM-IV criteria for dependence was assault (a violent crime). The lowest rate of alcohol dependence was found among those who committed for rape.

Importantly, the proportion of first-year inmates meeting DSM-IV criteria and sentenced to prison for committing robbery, burglary, MVT, and larceny are consistently higher than the proportion of crime in each of these categories attributed to drugs using the traditional method of relying on inmates’ self-reports of being in need of drugs/money to buy drugs or being under the influence, shown in Table B.3.
Table B.14
Percentage of First-Year Inmates in State Prisons Who Were Drug-Dependent, by Crime

<table>
<thead>
<tr>
<th>Crime</th>
<th>Percentage Drug-Dependent</th>
<th>Percentage Alcohol-Dependent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Murder/ manslaughter</td>
<td>16.1%</td>
<td>24.3%</td>
</tr>
<tr>
<td>Forcible rape</td>
<td>17.7%</td>
<td>10.5%</td>
</tr>
<tr>
<td>Assault</td>
<td>32.1%</td>
<td>34.9%</td>
</tr>
<tr>
<td>Robbery</td>
<td>43.9%</td>
<td>26.5%</td>
</tr>
<tr>
<td>Burglary</td>
<td>44.1%</td>
<td>22.7%</td>
</tr>
<tr>
<td>Arson</td>
<td>20.5%</td>
<td>20.4%</td>
</tr>
<tr>
<td>MVT</td>
<td>58.8%</td>
<td>28.3%</td>
</tr>
<tr>
<td>Larceny</td>
<td>57.5%</td>
<td>26.9%</td>
</tr>
<tr>
<td><strong>All inmates</strong></td>
<td><strong>38.9%</strong></td>
<td><strong>24.6%</strong></td>
</tr>
</tbody>
</table>

This finding is perhaps not too surprising with regard to acquisitive crimes, for which the newly constructed dependence measure can better capture the crime that dependent users are unwilling to attribute to their dependency and are possibly in denial of. It is somewhat more surprising, however, for the violent crime of robbery, for which the traditional DAF attributes 23.8 percent of all robberies to drugs among the first-year cohort, while the new dependent measure attributes 43.9 percent. This near doubling of attribution may or may not be real, because it is not clear how much these drug-dependent individuals are also dependent on alcohol. Nonetheless, it suggests that previous constructions of drug-related crime might grossly underestimate the amount of drug-involved crime occurring. Dependence should be considered as a dimension of problem drug use in future efforts to better understand the drugs-crime relationship.

**Comparing Multiple Conceptions of Use**

The previous analyses examined drug-related crimes under several different conceptions of problem drug use: crimes committed to get drugs or money to buy drugs, regular or chronic use of drugs, and dependence. While using data from inmate reports that the crime was committed for drugs is the traditional approach, the other conceptions may be useful to describe other aspects of drug-related crime. In this section, we compare the different conceptions of problem drug use to see how they converge or diverge and the resulting implications for understanding drug-related crime.

The overlap between the four concepts was calculated using the conditional probability that an inmate met the threshold for one concept given that he met the condition for another concept (Table B.15). For example, among the alternative ways to define drug problem categories, Column B in Table B.15 (labeled “committed for drugs”) tells us that 41 percent of inmates who were on drugs at the time of the offense (Row 1) committed the crime for drugs, while Column C (labeled “dependent on drugs”) shows that 76.9 percent of these offenders who reported being on drugs at the time of the offense met clinical criteria for dependence, and column D (labeled “chronic use of expensive drugs”) shows that 89.4 percent of these same offenders met our
definition of a chronic user. In other words, over three-fourths of all offenders on drugs at the time of the offense were either dependent or chronic users.

Table B.15
Overlap Between Different Conceptions of Problem Drug User Populations

<table>
<thead>
<tr>
<th>Types of inmates reporting drug use</th>
<th>A. On drugs at the time</th>
<th>B. Committed for drugs</th>
<th>C. Dependent on drugs</th>
<th>D. Chronic user of expensive drugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. On drugs at the time</td>
<td>–</td>
<td>41.0% (n=41,356)</td>
<td>73.8% (n=74,477)</td>
<td>89.4% (n=90,158)</td>
</tr>
<tr>
<td>2. Committed the crime for drugs</td>
<td>75.7% (n=41,356)</td>
<td>–</td>
<td>78.9% (n=43,098)</td>
<td>83.6% (n=45,674)</td>
</tr>
<tr>
<td>3. Dependent on drugs</td>
<td>63.1% (n=74,477)</td>
<td>36.5% (n=43,098)</td>
<td>–</td>
<td>78.2% (n=92,292)</td>
</tr>
<tr>
<td>4. Chronic user of drugs</td>
<td>66.0% (n=90,158)</td>
<td>33.4% (n=45,674)</td>
<td>67.5% (n=92,292)</td>
<td>–</td>
</tr>
</tbody>
</table>

Importantly, however, we see there is not perfect symmetry across these categories. As shown in Row 3 (labeled “dependent on drugs”), only 63.1 percent of those meeting clinical definitions of dependence reported being on drugs at the time of the offense (Column A) and only 36.5 percent reported committing the crime to get drugs or money to buy drugs (Column B). In other words, although questions related to use at the time of the offense or to committing the crime for drugs appear to broadly capture behaviors of some of the dependent and chronic users, not all are captured. However, limiting a definition to one of these two criteria ignores a fair number of offenders who meet definitions of dependent or chronic use. If we believe drug dependence to be a driving force for acquisitive crimes, then using only inmate reports of having committed the crime for drugs or drug money would underreport drug-related crimes.

Indeed, even if we focus in on the more serious drug users, our various definitions do not perfectly overlap, in that only 66 percent of offenders meeting DSM-IV criteria for dependence use a drug on a near daily basis (i.e., are a chronic user, as shown in Row 3, Column D) and only 67.5 percent of chronic (near daily) users meet DSM-IV criteria for dependence. Thus, neither of these definitions perfectly identifies a group of offenders who are using at troubling rates.

This is shown more clearly in the Venn Diagram in Figure B.4.
These alternative concepts of problematic drug use can help inform a range of possible estimates for attribution fractions related to acquisitive crimes (Table B.16). The narrowest specification for drug-related crime is the conventional definition based on inmate reports that the crime was committed for drugs or money to buy drugs. These represent a direct estimate of the economic-compulsive mechanism of drug crimes. The broadest specification for drug-related crime includes all definitions: crimes committed for drugs, crimes committed by dependent users, and crimes committed by chronic users. Whether the narrowest or broadest specification is closer to the truth is unclear, but using the two alternative specifications can be informative as to the extent of drug crime. These estimates are also used to inform Figure B.4.

Table B.16
Alternative Specifications of Problem Drug Use Among First-Year Inmates

<table>
<thead>
<tr>
<th>Crime</th>
<th>Committed for Drugs</th>
<th>Committed for Drugs or Dependent on Drugs</th>
<th>Committed for Drugs, or Dependent or Chronic Use of Cocaine, Heroin, or Meth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robbery</td>
<td>23.76%</td>
<td>53.15%</td>
<td>55.42%</td>
</tr>
<tr>
<td>Burglary</td>
<td>29.15%</td>
<td>55.26%</td>
<td>56.97%</td>
</tr>
<tr>
<td>MVT</td>
<td>19.84%</td>
<td>65.03%</td>
<td>72.62%</td>
</tr>
<tr>
<td>Larceny</td>
<td>40.48%</td>
<td>65.22%</td>
<td>67.02%</td>
</tr>
</tbody>
</table>
B.5. Summary of Findings from State and Federal Inmate Data

Inmate data have been used to inform estimates of drug-related offenses since the earliest cost-of-crime studies in the 1970s and 1980s, but there are several ways in which estimates from inmate data can be improved.

First, the distribution of offenses among the inmate population are not equivalent to the distribution of offenses committed by offenders at large. While attempts to break down DAFs by crime take a small step toward adjusting this problem, a more significant improvement would be to focus on the use of data only from first-year inmates. As these inmates have all entered prison within the past year, their data are more likely to be representative of contemporary offenders, crimes, and drugs of choice.

Second, drugs are not homogeneous in their applicability to drug crime. This is true not only for illicit drugs but also for alcohol, which can play a significant role in violent crimes in particular. While Appendix A identified how some drugs are causally linked to certain crimes, the inmate data also reflect these distinctions. For example, the regular use of expensive drugs is disproportionately associated with acquisitive crimes, while the regular use of alcohol is disproportionately associated with violent crimes. A similar finding for inmates who used drugs at the time of the crime supports a strong economic-compulsive mechanism and a weak psychopharmacological mechanism. A strong psychopharmacological mechanism is identified instead for alcohol.

Third, multiple indicators of problem drug use can be valuable for describing drug involvement in crimes. One particular indicator is dependent use. Dependent use is not only more theoretically sound as an indicator than use at the time of the offense in that it is reflective of the medical literature on addiction, but it is also supported empirically by its high correlation with chronic use and covers a greater extent of problematic drug users. There is clear evidence that dependent users are not necessarily high at the time of an offense, but that they are still engaging in a crime. The evidence also suggests that it is important to consider in future work what the motivations are for dependent/chronic users to engage in crime other than intoxication and/or the need for money to buy drugs. It is very possible that dependent users are in denial of their habit, claiming instead the need to steal for food or clothing, but only because they used what money they had on drugs.

However, several limitations remain in the use of inmate surveys. The first limitation is in the use of inmate survey data to describe criminal behavior. While steps have been taken to make the inmate population data more representative of all contemporaneous offenders (i.e., creating different estimates for different offenses and using first-year inmate data), there are still reasons to believe that the two populations are different in meaningful ways. Substance use may affect the probability of being arrested, prosecuted, and/or convicted. As a result, the substance use of those criminals who are incarcerated may be substantially different from the substance use of those who are not.
A second limitation of inmate data is that it is more illustrative of the pharmacological or economic-compulsive mechanisms of crime than the systemic mechanisms of crime or changes to the life trajectory of long-term users and the children of users. Inmate survey data do include some variables on parental use, historical use, and gang involvement, but their use in estimating drug-related crime is challenging.

A final major limitation is that this approach only presents associations rather than directly assessing causal relationships. While these associations may correspond with the causal associations identified in Appendix A, the use of the scientific literature to generate numerical estimates is limited because of differences across research approaches and the populations studied. Nonetheless, the level of drug involvement may serve as a useful indicator, even if we cannot precisely determine at this time the extent to which the association is causal.

While these limitations present some concerns, they are less significant when the metrics from inmate data are combined with other measures of drug-related crime, as the information can be cross validated from other sources, and other data metrics can help identify potential biases caused by the limitations of these data. Thus, another significant advantage of the dashboard concept discussed in this report is that, depending on the metrics selected for inclusion, it encourages the policymaker to consider more than one indicator when evaluating drug-relatedness and allows the analyst to help correct distortions caused by using imperfect data.
APPENDIX C

Analyses of New York State Computerized Criminal History (CCH) Data for 2004 and 2011
C.1. Introduction

In Chapter Six of this report, we discussed several indicators that could be used to describe the drugs-crime relationship from Record for Arrest and Prosecution (RAP) sheet data. For interested readers, this Appendix outlines in greater detail the dataset, analyses, and results involving the RAP sheet data.

Our analysis sought to understand how much RAP sheet data, which contain standard administrative information on current charges and a historical criminal record, could be used to understand the role of drugs in crime. All jurisdictions collect basic information on arrests and record this information in RAP sheets. It is the aggregated information in these sheets that is reported to the state for the purposes of constructing Uniform Crime Reports (UCR), but the RAP sheet information is considerably more comprehensive in most states than what is reported in the UCR. By focusing on arrestees, the RAP sheet data is more representative of the population of offenders (thus removing biases in sampling associated with prosecution, conviction, and commitment to prison as well as duration of stay in prison). However, by using administrative data, the RAP sheet data lack self-reported information on drug-use involvement as well as any sort of objective measure of drug use during the offense.

Using the RAP sheet data, we explore here the extent to which information about current and prior criminal charges can be used to understand both the concurrent involvement of drug use in violent and property offenses (given there is no direct information on drug involvement aside from a drug offense) as well as the influence of previous drug offending on current offending. It is in our investigation of this second issue that we can gain some insights as to the relative importance of a criminal record, caused by a prior drug arrests, on subsequent offending and better understand the ways drug use can indirectly influence crime through lower human capital.

C.2. Background on Data Requested and Obtained from New York State

As is true for many states now, New York maintains a computerized criminal history data file that contains information on all arrests made within the state, the arraignment associated with those arrests, and their dispositions. The data sets vary across states (e.g., arrest charges and arraignment charges, along with their accompanying dates, vary to a small degree across states), but there is a lot of commonality with respect to the basic information captured within these data sets. For New York State, arrestee information includes a variety of other information, including charge detail, counts, and the UCR code for the charge. The New York data set also contains the category of the charge (type of felony, misdemeanor, etc.), type of charge (weapons charge, child victim charge, hate crime), sex offender registry code, and an identifier that allows us to

---

24 The Uniform Crime Reports program collects crime statistics from law enforcement agencies nationwide to compile into an annual report published by the FBI.
link the individual arrested to prior arrests in their system. Information from the full history file includes gender, date of birth, race, and Hispanic ethnicity.

It should be noted that the file we analyzed only contained historical information for arrests made in New York State. If an individual was arrested in another state and moved to New York following the arrest, his or her out-of-state arrest would not be included in the file.

Depending on the question, we conducted some analyses at the arrest level and other analyses at the individual level. For analyses at the individual level, if an arrestee had more than one arrest within a year, we used the most recent (i.e., last) arrest. We did include individuals who were arrested in both the 2004 and 2011 cohorts, which resulted in 3,364 arrestees who were included in both sets of analyses. While we originally hoped to examine arrestee data associated with all major reported crimes resulting in an arrest that occurred between 2004 and 2011, the data scope was too large for the New York State Division of Criminal Justice Services to accommodate our request.

To be able to examine changes over time and include all charges (not just the top charge for each arrest), we had to dramatically reduce the amount of data we requested. We did so in two ways. First, we only requested data for two years (2004, 2011) so we could obtain a larger sample of arrests from each year and still identify longer-term trends. The year 2004 was chosen because it corresponded with the year for which the SISCF is available and we thought it might be useful to compare findings. The year 2011 was chosen because it represented the most recent year for which data were publicly available. Second, we requested a random sample of arrestees charged within either year with a drug charge or one of the following top charges:

- murder (09A, murder and non-negligent manslaughter, and 09B, negligent manslaughter)
- rape (11A, forcible rape)
- robbery (120, robbery)
- assault (13A, aggravated assault, and 13B, simple assault)
- larceny (23H, all other larceny)
- stolen property (280, stolen property offenses)
- drugged driving (90D, driving under the influence; does not include the charge of driving under the influence of alcohol)
- prostitution (40A, prostitution).

These were the crimes which had the greatest number of arrests in each year (as seen in Table C.1) and for which the literature suggests a possible relationship with illegal drugs (see Appendix A).

While we requested the total cohort of those arrested for drug violations (35A, drug/narcotic violations), we were only sent a sample of these violations. The 2004 sample of arrestees includes 14,044 individuals who had over 101,000 total arrests up through 2004 (over seven arrests per individual on average). The 2011 sample of arrestees includes 24,229 individuals, who had 146,029 total arrests up through 2011 (over six arrests per individual on average).
Once we received the data, we learned that all controlled substances, regardless of type, are
governed by a single offense code, PL 220, which is non-specific in terms of which drug was
involved. Thus, it is not possible, using the New York State code, to separate heroin from
cocaine or methamphetamines. While there is also a public health offense code (3306) that lists
specific drugs by schedule (I–V), category, and name, this is not included as part of the detailed
offense code we received. However, we suspect this code was at least partially invoked because
the arrest data include the UCR codes for various offenses and these codes do differentiate
marijuana from narcotics and other drugs. Using PL 220 alone enables only a broad
identification through specific subsections in the statutes, but heroin and cocaine are not uniquely
identified in these subsections, and while methamphetamines and cocaine possession are (not
sales, trafficking, or intent to sell, just possession), they are only used occasionally. Thus, this
significantly limited our ability to use these data to examine drug-specific relationships.
However, it is possible that other states differentiate by substance and that the resulting analyses
could be broken down by specific drug.
Table C.1
Breakdown of the Number of Arrests for Various Codes in New York State by Year and the Size of Our Sample of These Arrests for a Given Year

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>09A</td>
<td>Murder and non-negligent manslaughter</td>
<td>741</td>
<td>732</td>
<td>2198</td>
<td>147</td>
<td>140</td>
</tr>
<tr>
<td>09B</td>
<td>Negligent manslaughter</td>
<td>26</td>
<td>12</td>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined = Murder</td>
<td>767</td>
<td>744</td>
<td>2258</td>
<td></td>
<td>191</td>
<td>160</td>
</tr>
<tr>
<td>11A</td>
<td>Forcible Rape</td>
<td>780</td>
<td>706</td>
<td>2194</td>
<td>191</td>
<td>160</td>
</tr>
<tr>
<td>11B</td>
<td>Forcible Sodomy</td>
<td>536</td>
<td>482</td>
<td>1480</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11C</td>
<td>Sexual Assault w/ object</td>
<td>52</td>
<td>38</td>
<td>126</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11D</td>
<td>Forcible Fondling</td>
<td>1078</td>
<td>1757</td>
<td>3929</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11E</td>
<td>Course of Repeated Sexual Contact</td>
<td>90</td>
<td>121</td>
<td>327</td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>Robbery</td>
<td>5183</td>
<td>7834</td>
<td>18932</td>
<td>1410</td>
<td>2154</td>
</tr>
<tr>
<td>13A</td>
<td>Aggravated Assault</td>
<td>7636</td>
<td>15064</td>
<td>30910</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13B</td>
<td>Simple Assault</td>
<td>6063</td>
<td>22893</td>
<td>35944</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined Assault</td>
<td>13699</td>
<td>37957</td>
<td>66854</td>
<td>2403</td>
<td>3816</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>Arson</td>
<td>303</td>
<td>261</td>
<td>892</td>
<td></td>
<td></td>
</tr>
<tr>
<td>220</td>
<td>Burglary/Breaking and Entering</td>
<td>5098</td>
<td>7821</td>
<td>18677</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23A</td>
<td>Pocket-Picking</td>
<td>4</td>
<td>20</td>
<td>31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23G</td>
<td>Theft from a Motor Vehicle Parts or Accessories</td>
<td>76</td>
<td>93</td>
<td>257</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23H</td>
<td>All other larceny</td>
<td>19445</td>
<td>56448</td>
<td>98611</td>
<td>7108</td>
<td>12460</td>
</tr>
<tr>
<td>240</td>
<td>Motor Vehicle theft</td>
<td>1118</td>
<td>1423</td>
<td>3676</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26A</td>
<td>False Pretenses/Swindle/Confidence games</td>
<td>1177</td>
<td>1602</td>
<td>3786</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26B</td>
<td>Credit Card/ATM Fraud</td>
<td>13</td>
<td>12</td>
<td>39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26C</td>
<td>Impersonation</td>
<td>1758</td>
<td>2620</td>
<td>6304</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26D</td>
<td>Welfare Fraud</td>
<td>248</td>
<td>338</td>
<td>864</td>
<td></td>
<td></td>
</tr>
<tr>
<td>270</td>
<td>Embezzlement</td>
<td>30</td>
<td>85</td>
<td>152</td>
<td></td>
<td></td>
</tr>
<tr>
<td>280</td>
<td>Stolen Property Offenses</td>
<td>3145</td>
<td>4951</td>
<td>11036</td>
<td>467</td>
<td>3816</td>
</tr>
<tr>
<td>290</td>
<td>Destruction/Damage/Vandalism of Property</td>
<td>5010</td>
<td>13670</td>
<td>24658</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36B</td>
<td>Drug Equipment Violations</td>
<td>827</td>
<td>838</td>
<td>2480</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40A</td>
<td>Prostitution</td>
<td>1448</td>
<td>1693</td>
<td>4122</td>
<td>882</td>
<td>537</td>
</tr>
<tr>
<td>40B</td>
<td>Assisting or Promoting Prostitution</td>
<td>437</td>
<td>293</td>
<td>1115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>62322</td>
<td>141807</td>
<td>272800</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C.3. Findings with Respect to Drug Involvement in Crime

We begin our analysis by simply looking at the distribution of major offenses observed in the data and how much drug charges occur currently or in terms of prior offenses. In Table C.2, we look at major offenses generating arrests in both 2004 and 2011. Larceny, drug violations, assault, and robbery are the four offenses most frequently observed in both years, with larceny arrests being the most common (representing about one-third of the total) and drug arrests being
the second most common in 2004 and 2011, suggesting a bit of consistency despite a generally higher total number of arrests in 2011 than in 2004.25

Because drug offenses are the second highest category of crimes in both years of our random sample, we thought it would be useful to understand the composition of drug offenses. Table C.3 shows the breakout of offense charges by drug arrest in both years. Note that, because an individual can be charged with both a possession and sales offense, the number of offenses sum to a total greater than that reflected in Table C.2. We found that over 90 percent of drug arrests in New York State involve a drug possession charge, while less than 15 percent involve a drug sale charge.26 Drugged driving incidences are included in our general drug offense categories (to differentiate drunk driving from drugged driving).

### Table C.2
Percentage of Arrests for Major Crimes Within Our Random Sample of 2004 and 2011 Arrestees

<table>
<thead>
<tr>
<th>Crime</th>
<th>Number of 2004 Arrests</th>
<th>Number of 2011 Arrests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Murder</td>
<td>147 (.7%)</td>
<td>140 (.4%)</td>
</tr>
<tr>
<td>Rape</td>
<td>191 (.88%)</td>
<td>160 (.4%)</td>
</tr>
<tr>
<td>Robbery</td>
<td>1,410 (6.5%)</td>
<td>2,154 (5.8%)</td>
</tr>
<tr>
<td>Assault</td>
<td>2,403 (11.1%)</td>
<td>3,816 (10.3%)</td>
</tr>
<tr>
<td>Stolen Property</td>
<td>467 (2.2%)</td>
<td>751 (2%)</td>
</tr>
<tr>
<td>Larceny</td>
<td>7,108 (32.8%)</td>
<td>12,460 (33.6%)</td>
</tr>
<tr>
<td>Prostitution</td>
<td>882 (4.1%)</td>
<td>637 (1.8%)</td>
</tr>
<tr>
<td>Drug</td>
<td>3,092 (14.3%)</td>
<td>4,616 (12.4%)</td>
</tr>
<tr>
<td>DUI</td>
<td>432 (2%)</td>
<td>424 (1.1%)</td>
</tr>
<tr>
<td>Total</td>
<td>16,132</td>
<td>25,158</td>
</tr>
</tbody>
</table>

### Table C.3
Drug Arrests Broken Out by Offense Category for Our Random Sample of 2004 and 2011 Arrestees

<table>
<thead>
<tr>
<th>Drug Offense</th>
<th>2004 (Percentage of offenses)</th>
<th>2011 (Percentage of offenses)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug Possession</td>
<td>2,800 (90%)</td>
<td>4,250 (92%)</td>
</tr>
<tr>
<td>Drug Sale</td>
<td>445 (14%)</td>
<td>589 (13%)</td>
</tr>
<tr>
<td>Drugged Driving</td>
<td>64 (2%)</td>
<td>102 (2%)</td>
</tr>
</tbody>
</table>

Another way to consider the composition of drug offenses is by examining the specific drugs involved. Table C.4 provides insight into how well we are able to do this for drug offenses in the state of New York in 2004 (Panel A) and 2011 (Panel B). The UCR codes allow us to break out marijuana-specific violations, but otherwise we can only identify general narcotics. New York does have separate penal codes for cocaine possession, methamphetamines possession, and

---

25 This increase in arrests for the sub-group of offenses being examined is consistent with the increase in total arrests during this time (New York State Division of Criminal Justice Services, 2012).

26 In New York State, intent with possession to distribute is coded as New York Penal Code section 220.16, Criminal Possession of a Controlled Substance in the Third Degree.
synthetic sale and possession offenses, but these are not used frequently (as indicated by the very low numbers given for these categories in the table).

### Table C.4
**Drug Arrests by Specific Drug in Our Random Sample of 2004 and 2011 Arrestees**

<table>
<thead>
<tr>
<th>Drug</th>
<th>Total Arrests</th>
<th>Possession Arrests</th>
<th>Sales Arrests</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: 2004 Data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marijuana</td>
<td>740</td>
<td>684</td>
<td>89</td>
</tr>
<tr>
<td>Narcotic</td>
<td>101</td>
<td>42</td>
<td>59</td>
</tr>
<tr>
<td>Cocaine</td>
<td>?</td>
<td>42</td>
<td>?</td>
</tr>
<tr>
<td>Methamphetamines</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Synthetic</td>
<td>7</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>2,554</td>
<td>2,215</td>
<td>339</td>
</tr>
<tr>
<td><strong>Panel B: 2011 Data</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marijuana</td>
<td>2,040</td>
<td>1,945</td>
<td>194</td>
</tr>
<tr>
<td>Narcotic</td>
<td>102</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>Cocaine</td>
<td>?</td>
<td>50</td>
<td>?</td>
</tr>
<tr>
<td>Methamphetamines</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Synthetic</td>
<td>17</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Other</td>
<td>2,927</td>
<td>2,529</td>
<td>398</td>
</tr>
</tbody>
</table>

One potential reason for the lack of specific drug arrest information is that some jurisdictions in New York State provide detailed information by drug and others do not. In both the 2004 and 2011 data, the number of drugs identified as “other” exceeds the number of drugs for which a specific drug was identified. Because the specific drugs identified reflect the most commonly used drugs, it is implausible that the “other” category reflects drugs other than those identified (such as LSD or PCP). Two alternative possibilities are that the “other” code includes large numbers of references to crimes involving multiple drugs or large numbers of references to crimes in which a specific drug was involved but not recorded.

To explore these possibilities, we examined arrest categorizations for specific drugs and for “other” by county code (results not shown). We did, in fact, observe a clustering of coding for “other” in 4 of the 61 counties. However, these four counties also contained the highest number of drug-related arrests. And although a few specific codes are occasionally used in these counties, they are the exception rather than the norm. Thus, there appears to be a systematic bias toward not identifying specific drugs in particular counties.

Of the specific drugs identified in the New York data (and shown in Table C.4), the vast majority of the drug arrests in both years are for marijuana. The category of “narcotics,” which, for historical reasons, includes both cocaine and heroin even though cocaine is not a narcotic, are relatively small vis-à-vis marijuana, and synthetic drugs are virtually non-existent. Of course, because the “other” category has even more observations than that of marijuana in both years.

---

27 The UCR handbook defines “synthetic” as “manufactured narcotics which can cause true drug addiction (demerol, methadones).”
and because it is difficult to know what exactly is included in this category, it is hard to say with any certainty what drugs seem to be most substantially associated with crime.\textsuperscript{28} Because we cannot do a good job differentiating drugs with these data, we will move forward keeping all drugs pooled together for most of the remaining analyses.

\textit{Concurrent and Prior Drug Arrests}

We first examined whether individuals arrested for a major crime in 2004 or 2011 were concurrently arrested for a drug crime (i.e., drug possession, drug sales, or drugged driving). If individuals were not concurrently arrested for a drug crime, we also considered whether they had a prior drug arrest to better understand how much prior involvement with drugs, as reflected in a criminal charge for drugs, may be associated with subsequent crime or a trajectory of crime. The results, presented in Table C.5, show that for the three most frequent non-drug arrests (larceny, assault, and robbery), concurrent drug arrest is fairly rare and falling in 2011 vis-à-vis 2004. However, prior drug arrests are common. In 2011 for example, generally 25–30 percent of larceny, assault, or robbery arrestees had a prior drug offense, and the rate is considerably higher (47 percent) for stolen property offenses. Across all crime categories, the rate of prior drug convictions is lower in 2011 than in 2004, when 30–35 percent of all current arrestees had prior drug arrests. Concurrent use of drugs was also a bit higher in 2004, particularly for assault and stolen property offenses.

Because marijuana is a drug that is uniquely identifiable in most of the data, we wanted to examine how much the trends identified for the full sample apply to marijuana-specific offenses (as compared to all other drug offenses). We show in Table C.6 that the results for marijuana-specific charges are generally consistent with those reported for the full sample. Across all major crime categories, most arrestees for major crimes were not dually arrested for a marijuana offense. The largest group with a concurrent marijuana arrest was that charged with assault in 2004 (2.5 percent). Also, the proportion of offenders with a prior marijuana arrest is a bit lower across all crime categories than that observed for all drug offenses, ranging from 10–20 percent in general rather than 30 percent. And indeed, in Table C.7, where we show the same results for all drugs except marijuana, we see that the proportion of arrestees across each crime category with a prior non-marijuana drug offense is indeed generally above 30 percent. This might not be terribly surprising, given that New York State decriminalized marijuana during the late 1970s and, thus, the enforcement of marijuana charges vis-à-vis those for other illicit drugs is likely to be reduced.

\textsuperscript{28} This is also striking inasmuch as for the Northeast in 2004 overall, “other dangerous nonnarcotic drugs” is only about 7.5 percent of the total (http://www2.fbi.gov/ucr/cius_04/persons_arrested/index.html).
### Table C.5
Concurrent and Prior Drug Arrests for Major Crime Categories

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2004</td>
<td>2011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Murder</td>
<td>4 (2.9%)</td>
<td>1 (0.8%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rape</td>
<td>2 (1.2%)</td>
<td>2 (1.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Robbery</td>
<td>40 (3.4%)</td>
<td>48 (3.2%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Assault</td>
<td>98 (4.8%)</td>
<td>82 (2.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stolen Property</td>
<td>18 (6.2%)</td>
<td>7 (1.9%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larceny</td>
<td>73 (1.5%)</td>
<td>126 (1.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prostitution</td>
<td>9 (1.9%)</td>
<td>10 (2.8%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table C.6
Concurrent and Prior Arrests for Marijuana and a Major Crime

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2004</td>
<td>2011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Murder</td>
<td>0 (0%)</td>
<td>21 (15.0%)</td>
<td>119 (85.0%)</td>
<td>140</td>
</tr>
<tr>
<td>Rape</td>
<td>2 (1.2%)</td>
<td>16 (9.2%)</td>
<td>156 (89.7%)</td>
<td>174</td>
</tr>
<tr>
<td>Robbery</td>
<td>11 (1.0%)</td>
<td>193 (16.6%)</td>
<td>960 (82.5%)</td>
<td>1,164</td>
</tr>
<tr>
<td>Assault</td>
<td>50 (2.5%)</td>
<td>282 (13.9%)</td>
<td>1,691 (83.6%)</td>
<td>2,023</td>
</tr>
<tr>
<td>Stolen Property</td>
<td>4 (1.4%)</td>
<td>48 (16.6%)</td>
<td>237 (82.0%)</td>
<td>289</td>
</tr>
<tr>
<td>Larceny</td>
<td>30 (0.6%)</td>
<td>628 (12.8%)</td>
<td>4,238 (86.6%)</td>
<td>4,896</td>
</tr>
<tr>
<td>Prostitution</td>
<td>0 (0%)</td>
<td>42 (8.8%)</td>
<td>434 (91.2%)</td>
<td>476</td>
</tr>
<tr>
<td></td>
<td>2011</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Murder</td>
<td>0 (0%)</td>
<td>25 (19.2%)</td>
<td>105 (80.8%)</td>
<td>130</td>
</tr>
<tr>
<td>Rape</td>
<td>2 (1.5%)</td>
<td>19 (13.8%)</td>
<td>117 (84.8%)</td>
<td>138</td>
</tr>
<tr>
<td>Robbery</td>
<td>20 (1.3%)</td>
<td>294 (19.4%)</td>
<td>1,200 (79.3%)</td>
<td>1,514</td>
</tr>
<tr>
<td>Assault</td>
<td>40 (1.3%)</td>
<td>422 (13.9%)</td>
<td>2,570 (84.8%)</td>
<td>3,032</td>
</tr>
<tr>
<td>Stolen Property</td>
<td>1 (0.3%)</td>
<td>84 (22.8%)</td>
<td>283 (76.9%)</td>
<td>368</td>
</tr>
<tr>
<td>Larceny</td>
<td>73 (0.9%)</td>
<td>1,018 (11.7%)</td>
<td>7,604 (87.5%)</td>
<td>8,695</td>
</tr>
<tr>
<td>Prostitution</td>
<td>3 (0%)</td>
<td>49 (13.7%)</td>
<td>305 (85.4%)</td>
<td>357</td>
</tr>
</tbody>
</table>

Across crimes and years, the bottom-line statistic in New York State is that about one-third of people arrested for a typical Part I offense have a prior or concurrent arrest for a drug offense, with the great bulk of that coming from prior, not concurrent offenses. The proportion is a little lower for rape and a little higher for prostitution, but in round terms, the bottom line is about one-third.
Table C.7
Concurrent and Prior Arrests for All Drugs Other Than Marijuana and a Major Crime

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Murder</td>
<td>2 (1.4%)</td>
<td>36 (25.7%)</td>
<td>102 (72.9%)</td>
<td>140</td>
</tr>
<tr>
<td>Rape</td>
<td>1 (0.6%)</td>
<td>24 (13.8%)</td>
<td>149 (85.6%)</td>
<td>174</td>
</tr>
<tr>
<td>Robbery</td>
<td>30 (2.6%)</td>
<td>359 (30.8%)</td>
<td>775 (66.6%)</td>
<td>1,164</td>
</tr>
<tr>
<td>Assault</td>
<td>51 (2.5%)</td>
<td>482 (23.8%)</td>
<td>1,490 (73.7%)</td>
<td>2,023</td>
</tr>
<tr>
<td>Stolen Property</td>
<td>14 (4.8%)</td>
<td>93 (32.2%)</td>
<td>182 (63.0%)</td>
<td>269</td>
</tr>
<tr>
<td>Larceny</td>
<td>44 (4.9%)</td>
<td>1,479 (30.2%)</td>
<td>3,373 (69%)</td>
<td>4,896</td>
</tr>
<tr>
<td>Prostitution</td>
<td>9 (1.9%)</td>
<td>185 (38.9%)</td>
<td>282 (59.2%)</td>
<td>476</td>
</tr>
<tr>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Murder</td>
<td>0 (0%)</td>
<td>39 (30%)</td>
<td>92 (70%)</td>
<td>130</td>
</tr>
<tr>
<td>Rape</td>
<td>0 (0%)</td>
<td>29 (21%)</td>
<td>109 (79%)</td>
<td>138</td>
</tr>
<tr>
<td>Robbery</td>
<td>26 (1.9%)</td>
<td>297 (19.6%)</td>
<td>1,189 (78.5%)</td>
<td>1,514</td>
</tr>
<tr>
<td>Assault</td>
<td>45 (1.5%)</td>
<td>554 (18.2%)</td>
<td>2,433 (80.2%)</td>
<td>3,032</td>
</tr>
<tr>
<td>Stolen Property</td>
<td>6 (1.6%)</td>
<td>140 (38%)</td>
<td>222 (60.3%)</td>
<td>368</td>
</tr>
<tr>
<td>Larceny</td>
<td>54 (0.6%)</td>
<td>1,932 (22.2%)</td>
<td>6,709 (67.5%)</td>
<td>8,695</td>
</tr>
<tr>
<td>Prostitution</td>
<td>7 (2%)</td>
<td>108 (30.3%)</td>
<td>242 (67.8%)</td>
<td>357</td>
</tr>
</tbody>
</table>

Figures C.1–C.4 provide a similar look at the data, collapsing some of these charges together (because of general involvement of drugs and similarity of crimes). The main insight reported in the figures that cannot be seen from the previous tables is the proportion of current arrestees that only have prior drug charges. In other words, these figures allow us to look back at the criminal history of current offenders and assess the extent to which these offenders were engaged in drug crime versus other crimes.

For example, Figure C.1 looks at the composition of current arrestees for murder or rape and shows that about two-fifths of all 2004 and 2011 arrestees for murder/rape have no prior criminal record (shown in dark blue). A very small percentage has only a prior drug arrest (shown in light blue), while between 17 and 24 percent have prior drug and non-drug offenses (shown in green). It is interesting to see is that, between 2004 and 2011, the proportion of people arrested for murder/rape with no priors shrunk, while the proportion with a drug prior or drug and non drug prior grew. While this suggests that prior drug involvement is becoming more common among those arrested for murder/rape even though concurrent drug use is not, there are other explanations for these findings. For example, there could have been a rise in concurrent drug use, but for some reason additional drug charges were not added to the RAP sheet data. It is unknown how often police ignore drug use when making a major arrest. It is possible that officers may want to throw every possible charge at an individual. Then again, it may be too cumbersome to document the evidence necessary to include a drug charge along with a major crime charge; therefore, the drug charge may not be included.
Figure C.2 shows a somewhat different trend for robbery/assault. While murder/rape shows a decreasing trend in the number of people arrested with no prior arrests between 2004 and 2011, Figure C.2 shows that arrestees for robbery/assault are more likely to have no prior criminal offenses in 2011 than in 2004. In the case of robbery/assault, it is the proportion of arrestees with a drug plus non-drug prior offense that is shrinking the most, suggesting that prior drug offenses may be less important for this category of crime. This is further supported by evidence in Table C.5 showing that, while the total number of arrestees in both the robbery and assault categories are higher in 2011 than 2004, it is the number of arrestees with no drug offense that grew the fastest between 2004 and 2011.
Larceny is the most frequent category for arrest in both 2004 and 2011, and here we also see that the proportion of people arrested for larceny or stolen property (which are grouped together in Figure C.3) with no prior offense grew substantially between 2004 and 2011. Again, the group with a prior drug and non-drug offense is shrinking the most, although we also see a bit of a reduction in the number of people with non-drug prior offenses between 2004 and 2011. The proportion that has just a prior drug offense (no non-drug offenses) remained fairly stable between 2004 and 2011, but small.
Figure C.4 shows the same general pattern in prior convictions for those arrested for prostitution in that the proportion of offenders with no prior arrests grew substantially between 2004 and 2011. In the case of prostitution, however, the proportion of those with only non-drug offenses shrunk the most over time. There was also a reduction in the proportion of arrestees with drug and non-drug priors (which is suggested by the findings in Table C.5 as well), but the proportion of offenders with drug-only priors remained fairly constant between 2004 and 2011.
All the tables and figures presented thus far give an indication that concurrent drug offenses were not common in New York State in 2004 or 2011. However, they are based on a sample of all arrestees in each of these years, and we have not yet considered whether the prevalence of concurrent or prior drug offenses among arrestees differs for first time offenders vis-à-vis repeat offenders. In Figure C.5, we examine the composition of current charges for first-time arrestees in New York State for 2004 and 2011. We group all offenses together because many of the offense groups have very small numbers. When we focus on just first-time offenders, the proportion of arrestees with a concurrent drug offense in 2004 is nearly two-fifths (38 percent) while the proportion in 2011 is closer to one-third (31 percent). The proportion of these arrests that is drug-only is extremely small in both years (only 1 percent). Thus, the majority of first-time arrestees in New York State are not arrested on drug charges, and nearly no one is arrested for drug charges only. Also, while concurrent drug charges are not rare for first-time arrestees, they still only occur for a relative minority of the total first-time arrestee population.
History of Offenders with Multiple Arrests

The previous analysis presented in Figure C.5 shows that the charges for first-time offenders apprehended by New York State police fundamentally differ from the general trend among the entire arrestee population. We also wanted to see how much the data for repeat offenders differed from that of the overall arrestee population to better understand what is driving the overall findings. To do this, we decided to look a bit more closely at previous charges for those arrested a second time in 2004 and 2011. Because the samples are small within any particular crime category, we again collapsed the data across all crime arrests and examined three groups: individuals arrested solely arrested for a non-drug crime, individuals concurrently arrested for a non-drug crime and a drug crime, and individuals arrested solely for a drug crime.

Figure C.6 shows the distribution of prior offenses for each of the three groups of second-time arrestees. Figure C.6.A shows the distribution of prior arrests for those arrested for a major crime with no concurrent drug crime, Figure C.6.B shows the distribution of prior arrests for those arrested for a major crime and a drug crime, and Figure C.6.C shows the distribution of prior arrests for those experiencing only a drug charge in their second arrest. A number of interesting observations emerge. First, about 10 percent of those arrested in 2004 and 2011 for a second time on a non-drug charge (C.6.A) had only a drug offense for their first arrest. This number is small, but not insignificant. And indeed, when individuals with a prior drug charge and other charges are included, nearly 15 percent of second-time arrestees for a major non-drug
crime are offenders who had drug charges previously. The percentage of offenders with a previous drug charge rises when looking at second-time arrestees in 2004 and 2011 who were arrested for both a drug charge and a major crime charge (Figure C.6.B). What is interesting about this second group is that the proportion of drug-only first-time charges is much higher in 2011 than in 2004, although the total number of arrestees with some form of prior drug charge is the same across the two years. When we look at those arrested in 2004 and 2011 for just a drug charge, we get an interesting break from the previously observed pattern. For 2004, we see that about one-third of the prior offenses included a drug offense (with a much larger share being prior drug offenses only). But in 2011, offenders arrested for drug offenses are much less likely to have a prior drug arrest charge. Only 5 percent of second-time arrestees had a drug charge as their first offense in 2011.

These data together suggest that, at least for New York State, few people experience repeat arrests for just drug offenses, and it was even less common to experience repeat arrests for just drug offenses in 2011 than it was in 2004 (perhaps because of the impact of the recession on state budgets). Moreover, it does not appear that prior drug offenses alone are a major cause of subsequent offending, at least among second-time arrestees.
This leads us to ask, does this hold for people experiencing their third, fourth, or fifth arrest in 2004 and 2011? Because not all crimes had multiple repeat offenders, we grouped our second-time offenders with all subsequent offenders and looked at the pattern for crimes for which people were arrested at least two times in 2004 and 2011 (Figure C.7). Interestingly, the pattern starts to shift, even from second-time arrestees arrested in each of these years. At one end of Figure C.7 are individuals arrested for the second or subsequent time whose current arrest does not include a drug charge and whose prior arrests are split between those involving drugs and those not involving drugs (Figure C.7.A). Prior drug charges, largely concurrent with other offenses, represent nearly half of all their previous charges. At the other end are individuals arrested for the second or subsequent time whose current arrest includes only a drug change (Figure C.7.C.). For these offenders, nearly all prior arrests involve a drug charge.

Two primary findings emerge. First, those who are arrested more than twice are more likely to have a drug charge included in their background. Second, while those who are arrested more than twice are more likely to have a drug charge in their background, almost all have non-drug arrests in their background as well. In fact, those individuals who are on their second or more arrest and whose current arrest is a drug crime are less likely to have only drug arrests in their history than those whose current arrest is not a drug crime. It is not clear whether this reflects a difference in underlying crimes or a difference in enforcement. At the very least, it suggests that few arrestees engage in a long-term pattern of drug use that results in arrest without also engaging in other non-drug crimes.
Repeat Offenders Versus First-Time Offenders and the Proportion with Prior Drug Offenses

In addition to understanding the proportion of arrestees with prior drug offenses, it is important to understand to what extent we are capturing the same repeat arrestees versus new arrestees and whether prior involvement with drugs differs between these groups. In the next series of figures, we attempt to evaluate that question by looking at arrestees by number of prior charges for the same offense. Thus, someone who is being arrested for their first murder would have only one murder arrest, someone with one prior murder charge would now have two, and so on. We look to see what proportion of arrestees falling into each of these categories had prior drug arrests and whether that proportion rises as you look at repeat offenders versus first-time offenders. Unlike the previous analyses that grouped all major crimes together, we look at each major crime category separately so we can assess any differential patterns across crime category.

Looking at Figures C.8–C.14, it appears that the proportion of individuals with a drug arrest history increased as the number of prior arrests for the same crime category also increased for all major crime categories. Indeed, it is surprisingly stark how consistent the upward trend is across each of the crime categories.
However, the descriptive trends in terms of prior drug involvement over time are not entirely consistent. For most groups of arrestees (rape, robbery, larceny, and prostitution), the proportion of arrestees with prior drug arrests appear to have fallen between 2004 and 2011, while this proportion appears to have increased for the other groups (murder and stolen property). Prior drug arrests are significantly more common for individuals with multiple prior arrests than they are for first-time arrestees (typically representing about half of those with two or more arrests). In the case of first-time arrestees, around 20 percent have prior drug charges, with the two notable exceptions of those charged with larceny and prostitution, of whom less than 10 percent have a concurrent or prior drug arrest. This finding is particularly surprising given previous findings about the proportion of inmates who report being under the influence or in need of drugs at the time of the offense, but perhaps it identifies an important distinction between use at or around the time of the offense and actual charges brought against the offender.
Figure C.8
Percentage of Arrestees with Prior Drug Arrests by Number of Murder Offenses
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Figure C.9
Percentage of Arrestees with Prior Drug Arrests by Number of Rape Offenses
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Figure C.10
Percentage of Arrestees with Prior Drug Arrests by Number of Robbery Offenses

2004

2011

Figure C.11
Percentage of Arrestees with Prior Drug Arrests by Number of Assault Offenses
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Figure C.12
Percentage of Arrestees with Prior Drug Arrests by Number of Stolen Property Offenses

Figure C.13
Percentage of Arrestees with Prior Drug Arrests by Number of Larceny Offenses
Age of First Offense and Age of First Drug Offense

The results suggest so far that drug offenses are not often the crime people start with, since very few of the first-time offenders in our sample, regardless of the crime, have drugs as a concurrent charge for their first arrest. What we cannot tell, however, is if those who are first arrested for drug offenses are younger than those first arrested for other offenses.

As described in Chapters Three and Four, if a drug arrest impacts an individual’s ability to stay in school or get a job, then an early drug offense could lead to a criminal career. In the New York State data, it is possible to reconstruct a full history of each offender’s record within the state of New York, including all previous arrests and dispositions. Thus, we can construct for every individual in the samples from 2004 and 2011 a look at what their first arrest was in New York and the age at which it occurred.

In Figures C.15–C.18, we attempt to look at the question of whether drug arrests start at an earlier age than other arrests by looking at the age of first arrest and first drug arrest for all individuals charged with a particular crime in 2004 or 2011. Because some crimes are less common, we group crimes together based on similarities in drug involvement and repeat offending. The specific crimes are the same as those presented in Figures C.8–C.14 and are grouped as follows: (1) murder and rape, (2) assault and robbery, (3) stolen property and larceny, and (4) prostitution. Age ranges were created based on obvious break points in the data and are as follows: 10–14; 15–19; 20–24; 25–29; 30–34; 35–39; 40–44; 45–49; and over 50.

For each crime group, we report the proportion of arrestees that were first arrested for any crime and the proportion of individuals who were first arrested for a drug crime within each age range. Although not all individuals arrested for each major crime category had been arrested for a drug crime, we calculated the percentage of individuals arrested for a drug crime at a particular age range out of the total number of arrestees, not just the percentage of those individuals...
arrested for a drug crime. (Thus, the proportion of those arrested for a drug crime across all age ranges does not sum to 100 percent because of those with no prior drug arrest.) For informational purposes, we also provide the total number of individuals who had been arrested for a drug crime (Figure C.19).

**Figure C.15**
**Age of First Arrests for Murder and Rape Arrestees**
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**Figure C.16**
**Age of First Arrests for Assault and Robbery Arrestees**

![Graph showing age of first arrests for assault and robbery arrests for 2004 (N = 2,939) and 2011 (N = 4,353).](image)
Looking first at the group based on non-drug main charges, there appears to be some interesting patterns. For all non-drug crimes, the modal age of first arrest is 15–19 years (prostitution in 2011 is the only exception to this rule). For offenders whose last charge was for stolen property, larceny, and prostitution, the modal age of first drug charge was actually later than the modal age of first arrest, occurring at the age of 20–24 rather than 15–19. This is an important distinction between these crimes and murder/rape and assault/robbery, for which the modal age of first drug arrest is also 15–19. But the proportion of individuals whose first offense was a drug offense—based only on age of first arrest—ranges from one-third to one-fifth of these arrestees. Thus, early drug offenses, while certainly common among arrestees charged in 2004 and 2011 with a serious crime, are not the majority of arrests at an early age for these types
of offenders. Of course, if we are missing the first arrest for the majority of arrestees in 2004 and 2011 because they were committed outside the state, then this may not be true.

Even when looking at the age of first offense for drug violators in 2004 and 2011 (Figure C.19), a sizeable proportion of those were first arrested between the ages of 15 and 19, but only half of those arrests were for drug offenses. Again, we see the modal age for first drug offense (20–24) is later than the modal age of first general offense (14–19).

![Figure C.19](image)

**Figure C.19**

**Age of First Arrests for Drug Arrestees**

C.4. Summary of Findings from New York State Criminal History Data

Analyses of the New York State RAP sheet data provide several useful insights about the relationship between prior drug offenses and subsequent crime. First, for those arrested for larceny, assault, and robbery, prior drug arrests are fairly common; 20–33 percent of these arrestees were previously arrested for drugs (Table C.4). Concurrent drug charges, however, are typically quite rare. Inmate and ADAM studies suggest a far greater proportion of arrestees are under the influence of drugs at the time of arrest. That is not surprising inasmuch as “possessing” drugs within one’s body (being under the influence) is not a criminal offense per se.

Second, it is very difficult in the New York data to identify drug-specific arrest information. Although drug-specific codes may be available in the New York State Computerized Criminal History Database, they are not commonly used. Hence, reliable drug-specific data over time cannot be obtained for New York State. It is possible that other states have better data or are more consistent in reporting drug-specific charges. We know, for example, that drug-specific information is fairly good in California RAP sheet data. But it does highlight the point that it may not be possible to look consistently across states at drug-specific trends in crime.
Third, the proportion of offenders who have only prior drug offenses (versus prior drug and non-drug offenses) is fairly small across all main crime categories (Figures C.1–C.5). Arrest for drug offenses alone does not appear to be the primary driver for criminal careers. There are a number of possible explanations for this. One possibility is that the administrative data are not sufficient to determine what is a clear cause-and-effect relationship—that while the initiation of drug use precedes the initiation of crime, the criminal justice system does not identify drug use until it is associated with criminal behaviors. Another possibility is that the relationship between drug use and crime is not a straightforward story of one-directional causality. It is certainly possible that an initial drug arrest can lead to subsequent non-drug crimes (through mechanisms such as putting drug offenders in contact with non-drug offenders or mediated by factors such as disrupted education and earning potential), but it is also possible that early crime can put offenders in contact with drug-using peers. Another possibility is that the story of causality in drug arrest is not necessarily sequential, with a well-established pattern of drug use prior to a pattern of crime. The use of drugs and commission of crime are complex actions with bidirectional causality and reinforcement.

Fourth, first-time arrestees in each crime category are less likely to have a prior drug charge than repeat arrestees regardless of current charge (Figures C.15–C.19). This could simply reflect the offender’s interaction with the criminal justice system, because an arrestee with only one arrest in a given crime category may have had fewer interactions with the criminal justice system for all crime categories in general and, thus, fewer prior arrests for drug crimes and non-drug crimes. But as offenders are arrested for more offenses, the likelihood that they have only drug crimes or only non-drug crimes as prior offenses decreases (Figures C.6 and C.7). Criminals with a substantial history of arrests are more likely to have a combination of drug and non-drug crimes in their background.

Finally, whether early drug arrests truly come before other arrests is difficult to discern in the available data, but self-reported data on age of first offense recorded in the computerized criminal history data base for New York State does not suggest that drug charges are the main entry way into criminal careers. They are indeed a factor and an important factor, but they do not represent a majority of these cases.